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ABSTRACT

The concept of a generalized inverse of a rectangular matrix is characterized by using properties of the vector spaces involved. It is then extended for linear operators from one vector space to another when the spaces involved are infinite dimensional.
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The concept of a generalized inverse of a given \( m \times n \) matrix \( A \) has appeared in the literature [1, 2, 3, 4] since 1920 and has been defined by Rao [5, 6] as follows.

**Definition 1.** Let \( A \) be an \( m \times n \) matrix of arbitrary rank. A *generalized* inverse of \( A \) is an \( n \times m \) matrix \( G \) such that \( x = Gv \) is a solution of \( Ax = y \) for any \( v \) which makes the equation consistent.

In the above definition, \( x, y \) are respectively elements of \( E^n, E^m \) which are respectively the linear spaces of complex column vectors with \( n, m \) rows.

Rao and Mitra [6] have derived several properties of generalized inverses, referred to as \( g \)-inverses, by purely algebraic techniques.

It is possible to give a geometrical characterization to a \( g \)-inverse. One advantage of this geometrical characterization is that the results can immediately be extended to linear operators from one space to another space, when the spaces involved are not necessarily finite dimensional. We handle first, the case considered by Rao and Mitra, and then proceed to show how the concept can be extended to linear operators.

The given \( m \times n \) matrix \( A \) may be considered as a linear mapping of \( E^n \) into \( E^m \). Let \( N(A) \) be the null space of \( A \), i.e. \( N(A) \) is the set of all \( x \in E^n \) such that \( Ax = 0 \), the additive identity of \( E^m \). Then we have the following elementary result.

**Lemma 1.** The rank of \( A \) is \( n \) if and only if the dimension of \( N(A) \) is zero.

In this case, when \( N(A) \) is zero dimensional, \( Ax = y \) will have a unique solution for \( x \), for any \( v \) for which this is consistent. This unique solution is given by \( x = A^{-1}L \) where \( A^{-1}_L = (A^*A)^{-1}A^* \) is a left inverse [7] of \( A \).
Let us consider the case when \( N(A) \) is not zero dimensional. If its dimension is \( r \), then \( 0 < r \leq n \), since \( N(A) \) is a subspace of \( \mathbb{E}^n \). Let \( \{x_1, x_2, \ldots, x_r\} \) be a basis for \( N(A) \). Then \( \mathbb{E}^n \) has a basis of the form
\[
\{x_1, x_2, \ldots, x_r, x_1^{(1)}, x_2^{(1)}, \ldots, x_{n-r}^{(1)}\},
\]
with obvious modifications if \( r = n \). In the following discussion we will always assume that \( r < n \), because if \( r = n \), the only \( \mathbf{y} \) for which \( A\mathbf{x} = \mathbf{y} \) is consistent is \( \mathbf{y} = \mathbf{0} \), and any \( \mathbf{x} \in \mathbb{E}^n \) is a solution. The following results are then obtained.

**Lemma 2.** The set \( \{A_1^{(1)}, A_2^{(1)}, \ldots, A_{n-r}^{(1)}\} \) is linearly independent.

\[
\sum_{i=1}^{n-r} \lambda_i A_i^{(1)} = 0 \implies \sum_{i=1}^{n-r} \lambda_i x_i^{(1)} = 0
\]

\[
\implies \sum_{i=1}^{n-r} \lambda_i x_i^{(1)} \in N(A) \implies \sum_{i=1}^{n-r} \lambda_i x_i^{(1)} = \sum_{i=1}^{r} \mu_i x_i
\]

\[
\implies \lambda_1 = \lambda_2 = \ldots = \lambda_{n-r} = \mu_1 = \mu_2 = \ldots = \mu_r = 0
\]

since \( \{x_1, x_2, \ldots, x_r, x_1^{(1)}, x_2^{(1)}, \ldots, x_{n-r}^{(1)}\} \) is a linearly independent set.

**Lemma 3.** The set \( \{A_1^{(1)}, A_2^{(1)}, \ldots, A_{n-r}^{(1)}\} \) is a basis for the range \( M(A) \) of \( A \).

If \( \mathbf{y} \in M(A) \), then \( \exists \mathbf{x} \in \mathbb{E}^n \) such that \( A\mathbf{x} = \mathbf{y} \).

But \( \mathbf{x} = \sum_{i=1}^{r} \lambda_i x_i^{(1)} + \sum_{i=1}^{n-r} \mu_i x_i^{(1)} \) for suitable scalars \( \lambda_1, \lambda_2, \ldots, \lambda_r, \mu_1, \mu_2, \ldots, \mu_{n-r} \).

\[
\vdots \implies \mathbf{y} = \sum_{i=1}^{n-r} \mu_i (A_i^{(1)}) \text{ since } A_1 = A_2 = \ldots = A_r = 0.
\]

**Lemma 4.** If \( R(A) \) is the subspace (of \( \mathbb{E}^n \)) spanned by the set \( \{x_1^{(1)}, x_2^{(1)}, \ldots, x_{n-r}^{(1)}\} \), then the linear mapping \( A : R(A) \to M(A) \) is one-one and onto.
Hence there is a unique linear mapping \( A^- : M(A) \rightarrow R(A) \) which is the inverse of the mapping \( A : R(A) \rightarrow M(A) \). Now, we have the following theorem.

**Theorem 1.** If \( \mathbf{y} \) is any vector for which \( A\mathbf{x} = \mathbf{y} \) is consistent, then \( \mathbf{x} = A^-\mathbf{y} \) is a solution of the equation \( A\mathbf{x} = \mathbf{y} \), and therefore \( A^- \) is a g-inverse of \( A \).

At this stage it is worthwhile to note that, although the linear mapping \( A^- : M(A) \rightarrow R(A) \) defined is unique, its matrix representation is not. For instance, if \( [A^-]_{n \times m} \) is any \( n \times m \) matrix satisfying the requirement, and \( [N]_{n \times m} \) is any \( n \times m \) matrix which maps \( M(A) \) into the null vector of \( E^n \), then \( [A^-]_{n \times m} + [N]_{n \times m} \) is also a matrix representation of the mapping \( A^- \).

It is easily seen that each extension of a basis for \( N(A) \) to form a basis for \( E^n \) provides us with one g-inverse. Conversely, suppose \( B \) is a \( n \times m \) matrix such that, for each \( \mathbf{y} \in M(A) \), \( A\mathbf{x} = \mathbf{y} \) is satisfied by \( \mathbf{x} = B\mathbf{y} \). Let \( \{\mathbf{y}_1, \mathbf{y}_2, \ldots, \mathbf{y}_{n-r}\} \) be a basis for \( M(A) \). Then \( \{z_1 = B\mathbf{y}_1, i = 1, 2, \ldots, n-r\} \) is a set of \( n - r \) linearly independent vectors belonging to \( E^n \). Further \( \{x_1, x_2, \ldots, x_r, z_1, z_2, \ldots, z_{n-r}\} \) is a set of \( n \) linearly independent vectors belonging to \( E^n \) and hence forms a basis for \( E^n \). Therefore, \( \{x_1 | i = 1, 2, \ldots, r\} \cup \{z_1 | i = 1, 2, \ldots, n - r\} \) is an extension of the basis \( \{x_1 | i = 1, 2, \ldots, n\} \) of \( N(A) \) to form a basis for \( E^n \). This, as we know, gives rise to a unique g-inverse of \( A \), and \( B \) is one of its matrix representations.

The possible non-uniqueness of the matrix representation of \( A^- \) may appear to give rise to a certain amount of confusion. However, the following result [6] gives a simple relationship among all the matrix representations.

**Lemma 5.** If \( [A^-]_{n \times m} \) is one matrix representation of a g-inverse of \( A \), then every matrix representation of every g-inverse of \( A \) is of the form \( [A^-]_{n \times m} + [N]_{n \times m} \) where \( N \) is an \( n \times m \) matrix satisfying the condition \( ANA = 0 \) as
a \( n \times n \) matrix equation. Conversely, for every such \( N, [A^{-}]_{n \times m} + [N]_{n \times m} \) is a generalized inverse of \( A \).

This follows from Lemma 2.2.1 of Rao and Mitra [6].

What all this shows is that we have generated the set of all g-inverses of the \( m \times n \) matrix \( A \). Each such g-inverse has an \( n \times m \) matrix representation and hence may be considered as a linear mapping of \( E^{(m)} \) into \( E^{(n)} \). Since \( M(A) \) is an \( n - r \) dimensional subspace of \( E^{(m)} \), and each \( A^{-} \) maps \( M(A) \) onto an \( n - r \) dimensional subspace of \( E^{(n)} \), it is clear that the rank of \( A^{-} \) is not less than \( n - r \) which is the rank of \( A \). Hence \( \text{rank}(A^{-}) \geq \text{rank} A \).

Now we attempt to extend the above characterization to a general linear operator \( A \) which maps a given linear vector space \( V \) into another linear vector space \( W \), both spaces assumed to be infinite dimensional to avoid unnecessary complications in notation. The following definitions and theorems [8] pertaining to infinite dimensional linear vector spaces are quoted for completeness.

**Definition 2.** A set \( \{x\} \) of vectors of an infinite dimensional linear vector space is said to be **linearly independent** if every finite subset of \( \{x\} \) is linearly independent. Otherwise, the set \( \{x\} \) is said to be **linearly dependent**.

**Definition 3.** A linearly independent set \( \{x\} \) of vectors of a linear vector space \( V \) is called a **Hamel basis**, if given any \( v \in V \), \( \exists \) a finite subset \( \{x_1, x_2, \ldots, x_k\} \) of \( \{x\} \) and scalars \( \lambda_1, \lambda_2, \ldots, \lambda_k \) such that

\[
v = \sum_{i=1}^{k} \lambda_i x_i
\]

**Lemma 6.** Every linear space has a Hamel basis. Each vector is a unique linear combination of a finite number of vectors of the Hamel basis.

**Lemma 7.** If \( U \) is a subspace of \( V \), and \( \{x\} \) is a Hamel basis for \( U \), then \( V \) has a Hamel basis \( \{y\} \) such that \( \{x\} \subset \{y\} \). In other words, every
linearly independent set of vectors of $V$ can be extended to form a Hamel basis for $V$.

Now, let us consider a linear operator $A$ which maps $V$ into $W$, $V$ and $W$ both being infinite dimensional. The set of all $\mathbf{v} \in V$ such that $A\mathbf{v} = 0$, the additive identity of $W$, is a linear subspace $N(A)$ of $V$. We will call $N(A)$, the null space of $A$.

**Lemma 8.** If the null space of $A$ is zero dimensional, then the equation $A\mathbf{x} = \mathbf{v}$ where $\mathbf{x} \in V$, $\mathbf{v} \in W$ has a unique solution for each $\mathbf{v}$ for which $A\mathbf{x} = \mathbf{v}$ is consistent.

If $M(A)$ is the range of $A$, then the mapping $A : V \to M(A)$ is 1-1 and onto. Hence, there is a unique inverse mapping $A^{-1} : M(A) \to V$. Therefore, given $\mathbf{v} \in M(A)$, $\mathbf{x} = A^{-1}\mathbf{v}$ is the unique solution of $A\mathbf{x} = \mathbf{v}$.

Let us now get on with the case when $N(A)$ is not zero dimensional. Here again, if $N(A) = V$, then the only $\mathbf{v}$ for which $A\mathbf{x} = \mathbf{v}$ is consistent is $\mathbf{v} = 0$, and therefore for an arbitrary linear operator $B$ from $W$ into $V$, $\mathbf{x} = B\mathbf{v}$ is a solution of the equation $A\mathbf{x} = \mathbf{v}$. Hence, in the following discussion, we assume that $N(A)$ is a proper subspace of $V$.

Let $\{\mathbf{x}\}$ be a Hamel basis for $N(A)$, which exists by lemma 5. Then, by lemma 6, $V$ has a Hamel basis of the form $\{\mathbf{x}\} \cup \{\mathbf{x}^{(1)}\}$.

**Lemma 9.** $\{A\mathbf{x}^{(1)}\}$ is a linearly independent set.

If $\{A\mathbf{x}_1^{(1)}, A\mathbf{x}_2^{(1)}, \ldots, A\mathbf{x}_n^{(1)}\}$ is any finite subset of elements of the above set, then,

$$
\sum_{i=1}^{n} \lambda_i A\mathbf{x}_i^{(1)} = 0 \Rightarrow A \sum_{i=1}^{n} \lambda_i \mathbf{x}_i^{(1)} = 0
$$

$$
\Rightarrow \sum_{i=1}^{n} \lambda_i \mathbf{x}_i^{(1)} \in N(A) \Rightarrow \exists \text{ a finite subset}
$$
\{x_1, x_2, \ldots, x_m\} of elements of \{x\} and scalars \mu_1, \mu_2, \ldots, \mu_m

such that \[\sum_{i=1}^{n} \lambda_i x_1 = \sum_{i=1}^{m} \mu_i x_i \Rightarrow \lambda_1 = \lambda_2 = \ldots = \lambda_n = \mu_1 = \mu_2 = \ldots = \mu_m = 0,\]

by the linear independence of the set \(\{x\} \cup \{x(1)\}\).

**Lemma 10.** \(\{Ax(1)\}\) is a Hamel basis for \(N(A)\), the range of \(A\).

Proof as in Lemma 3, with obvious modifications in notation.

**Lemma 11.** If \(R(A)\) is the subspace (of \(V\)) spanned by the linearly independent set \(\{x(1)\}\), then the linear mapping \(A: R(A) \to M(A)\) is one-one and onto.

Hence, there exists a unique linear operator \(A^\sim: M(A) \to R(A)\) which is the inverse mapping of \(A: R(A) \to M(A)\).

**Definition 4.** \(A^\sim\) defined above is called a g-inverse of \(A\).

It is seen that each extension of a basis of \(N(A)\) to form a basis of \(V\), provides us with one g-inverse of \(A\). The last result we have is as follows:

**Theorem 2.** If \(A: V \to W\) is a linear mapping of a linear vector space \(V\) into a linear vector space \(W\), then \(M\) a linear operator \(A^\sim\) such that, for each \(v \in W\) for which \(Ax = v\) is consistent, \(x = A^\sim v\) is a solution of the equation \(Ax = v\).
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