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ABSTRACT

Dictionary learning is a popular method for obtaining sparse linear representations for high dimensional data, with many applications in image classification, signal processing and machine learning. In this paper, we introduce a novel dictionary learning method based on a recent variable selection algorithm called Feature Selection with Annealing (FSA). Because FSA uses an \( L_0 \) constraint instead of the \( L_1 \) penalty, it does not introduce any bias in the coefficients and obtains a more accurate sparse representation. Furthermore, the \( L_0 \) constraint makes it easy to directly specify the desired sparsity level instead of indirectly through a \( L_1 \) penalty. Finally, experimental validation on real gray-scale images shows that the proposed method obtains higher accuracy and efficiency in dictionary learning compared to classical methods based on the \( L_1 \) penalty.
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1. INTRODUCTION

Sparse dictionary learning is a feature learning method that aims to represent the input data as a linear combination of a small number of elements of a dictionary, called atoms. Unlike principal component analysis, the atoms in the dictionary are not required to be orthogonal. Furthermore, the dictionary usually contains more atoms than the dimensionality of the data, which means that the dictionary gives an over-complete representation.

In 1997, Olshausen [1] introduced the idea of sparse coding with an overcomplete basis, as a possible explanation of the receptive cells in the V1 part of the brain. There has been a lot of work on sparse coding since then, which could be grouped into different categories based on the type of regularization that was used to obtain the sparse representation. A good survey of the different methods has been done in [2].

Given an observation \( x \in \mathbb{R}^d \) and a dictionary \( D \) with \( p \) atoms as a \( d \times p \) matrix, sparse coding can be obtained by minimizing the \( L_0 \)-norm with the constraint of exact reconstruction [3]:

\[
\alpha = \arg\min_{\|\alpha\|_0} \|x - D\alpha\|_2 \text{ s.t. } x = D\alpha
\]

where \( \|\alpha\|_0 \) is the number of nonzero elements in the sparse vector \( \alpha \).

Because \( L_0 \)-norm minimization is an NP-hard problem, a popular approximation used in machine learning and statistics [4, 5] is the \( L_1 \)-norm minimization, especially the Lasso [6]:

\[
\alpha = \arg\min_{\alpha} \|x - D\alpha\|_2^2 + \lambda\|\alpha\|_1, \quad (1)
\]

where the penalty parameter \( \lambda \) can be tuned for a desired sparsity of the solution. One can also obtain the entire regularization path using least angle regression (LARS) [7]. Recently, other more efficient methods for global optimization of the convex loss (1) have been proposed using gradient projection and homotopy [8].

Another way to introduce sparse coding is through \( L_p \)-norm minimization, where \( 0 < p < 1 \). There are three typical algorithms for \( L_p \) minimization [9]: General Iteratively Reweighted Least Squares (GIRLS), Iteratively Thresholding Method (ITM) and Iteratively Reweighted Least Squares (IRLS). Experimental comparison of the three methods revealed that IRLS has the best performance and is the fastest as well. Furthermore, \( L_p \) minimization with IRLS has been used for robust face recognition [10].

Most recent methods for dictionary learning are based on regression with sparsity inducing penalties such as the convex \( L_1 \) penalty or nonconvex penalties such as the SCAD penalty [11]. Examples include the online dictionary learning [12] and Fisher discrimination dictionary learning [13]. Dictionary learning has been applied to face recognition using discriminative K-SVD [14].

In this paper we will investigate a novel approach to sparse dictionary learning based on a recent \( l_0 \)-based optimization method named Feature Selection with Annealing (FSA) [15]. In our context of dictionary learning, FSA can be used for solving the \( l_0 \)-constraint optimization problem:

\[
\alpha = \arg\min_{\|\alpha\|_0 \leq k} \|x - D\alpha\|_2^2
\]

where \( k \) is the desired number of nonzero entries of \( \alpha \). Compared with Lasso, the FSA method can directly control the sparsity of the solution and has better performance than \( L_1 \)-norm and \( L_p \)-norm minimization methods.

Through experiments we will see that FSA obtains a more accurate reconstruction of the data for the same sparsity level than LARS or ILRS, while being faster. We will also see
that the obtained dictionary can be used for classification on
the MNIST data using different learning methods, obtaining
better results than LARS, IRLS and direct learning without
sparse coding.

2. DICTIONARY LEARNING WITH FSA

According to the classical dictionary learning [1], suppose we
have an input data set \( X \in \mathbb{R}^{d \times n} \), each column representing
an \( m \times m \) image patch and \( n >> d \) is the number of extracted
image patches. The goal of dictionary learning is to find a
dictionary \( D \in \mathbb{R}^{d \times p} \) where each column is an atom and:
\[
X \approx DA
\]
where \( A = (\alpha_1, ..., \alpha_n) \) contains sparse vectors \( \alpha_i \in \mathbb{R}^p \).

Learning the dictionary \( D \) and the sparse representation
\( A \) is done by minimizing a cost function:
\[
f_n(D, A) \triangleq \frac{1}{n} \sum_{i=1}^{n} l(x_i, D, \alpha_i) \tag{2}
\]
where the loss function \( l(x_i, D, \alpha_i) \) measures the difference
between \( x_i \) and \( D \alpha_i \) and encourages a sparse \( \alpha_i \).

One popular loss function is the \( l_1 \)-penalized square loss
also known as the Lasso [6, 16, 7]:
\[
l(x_i, D, \alpha_i) \triangleq \frac{1}{2} \| x_i - D \alpha_i \|_2^2 + \lambda \| \alpha_i \|_1 \tag{3}
\]
where \( \lambda \) is a regularization parameter that imposes the desired
level of sparsity for \( \alpha_i \). The Lasso has been used in sparse
sparse dictionary learning before, for example in online
dictionary learning [12].

However, the \( l_1 \) approach has the disadvantage that it
toals the sparsity of \( \alpha_i \) only indirectly through the penalty \( \lambda \).
We are interested in an approach where the sparsity of \( \alpha_i \) can be
directly specified as a constraint \( \| \alpha_i \|_0 \leq k \).
\[
l(x_i, D, \alpha_i) \triangleq \begin{cases} \| x_i - D \alpha_i \|_2^2 & \text{if } \| \alpha_i \|_0 \leq k \\ \infty & \text{else} \end{cases} \tag{4}
\]
The cost function (2) depends on two variables: \( D \) and \( A \). We will use a straightforward approach that minimizes the cost
(2) by alternately minimizing over one variable while keeping
the other one fixed. When \( D \) is fixed, minimizing over \( A \) can be
obtained by independently minimizing (4) for each \( x_i \).

The whole alternating procedure for dictionary learning is
described in Algorithm 1. It depends on two other algorithms,
which will be described in the next two sections.

**Algorithm 1 Dictionary learning with FSA**

**Input:** Data matrix \( X \in \mathbb{R}^{d \times n} \) with \( n \) observations
\( x_1, ..., x_n \) as columns, sparsity level \( k \).

**Output:** Trained dictionary \( D \).

1: Initialize \( D_0 \) with \( p \) random observations from \( X \).
2: for \( t=1 \) to \( T \) do
3:   for \( i=1 \) to \( n \) do
4:     Use Algorithm 2 to compute \( \alpha_i = \arg\min_{\| \alpha_i \|_0 \leq k} \| x_i - D_{t-1} \alpha_i \|_2^2 \)
5:   end for
6:   Set \( A = (\alpha_1, ..., \alpha_n) \in \mathbb{R}^{p \times n} \).
7:   Compute \( D_t \) by Algorithm 3, with \((X, A, D_{t-1})\) as input
8:   \( D_t \leftarrow \arg\min_{D} \frac{1}{n} \sum_{i=1}^{n} \| x_i - D_{t-1} \alpha_i \|_2^2 \) \tag{5}
9: end for
10: Return \( D = D_T \)

2.1. Feature Selection with Annealing (FSA)

FSA is a novel variable selection method introduced in [15]
that minimizes a differentiable loss function \( L(\alpha) \) with sparsity
constraints
\[
\alpha = \arg\min_{\| \alpha \|_0 \leq k} L(\alpha).
\]
In our case, the loss function \( L(\alpha) \) is:
\[
L(\alpha) = \| x - D \alpha \|_2^2
\]
where \( x \) is any of the columns of \( X \) and \( D \) is the current
dictionary.

FSA achieves sparsity by gradually reducing the dimen-
sionality of \( \alpha \) from \( p \) to \( k \), according to an annealing sched-
ule. It starts with a full \( \alpha \in \mathbb{R}^p \) and alternates the removal
of some variables with the updating of the remaining param-
eters by gradient descent. The whole procedure is described
in Algorithm 2.

**Algorithm 2 Feature Selection with Annealing**

**Input:** Observation \( x \in \mathbb{R}^d \), current dictionary \( D \in \mathbb{R}^{d \times p} \),
sparsity level \( k \).

**Output:** Sparse \( \alpha \in \mathbb{R}^p \) with \( \| \alpha \|_0 \leq k \).

1: Initialize \( \beta = 0 \in \mathbb{R}^p, J = \{1, ..., p\} \)
2: for \( e=1 \) to \( N_{iter} \) do
3:   Update \( \beta \leftarrow \beta - \eta (D^T (D \beta - x)) \)
4:   Find the indexes \( I, \| I \| = p_c \) corresponding to the highest \( p_c \) elements of \( \| \beta \| \).
5:   Keep only the entries with index \( J \) in \( \beta, x, J \) and \( D \),
i.e.
\[
\beta \leftarrow \beta_{J}, x \leftarrow x_{J}, J \leftarrow J_{J}, D \leftarrow D_{J}\)
6: end for
7: Set \( \alpha = 0 \in \mathbb{R}^p \), then \( \alpha_{J} = \beta \).
The annealing schedule \( p_e \) represents the number of non-zero variables that are kept at the \( e \)th iteration. A fast annealing schedule will save computation time but loose some accuracy in selecting the correct variables. So it is important to find a proper annealing schedule that balances speed and accuracy. In [15], the authors provide an inverse schedule:

\[
p_e = k + (p - k) \max(0, \frac{N^{iter} - 2e}{2e\mu + N^{iter}})
\]

where \( p \) is the number of total variables and \( k \) is the sparsity level. The parameter \( \mu \) controls the speed of removing the variables. Together with the learning rate \( \eta \), they can be tuned to obtain a small value of the loss function at the completion of the algorithm.

### 2.2. Dictionary Update

The loss function (5) is quadratic in \( D \) and could be minimized analytically. To avoid large matrix operations, we use block-coordinate descent with warns starts, as described in [12] and in Algorithm 3 below.

**Algorithm 3 Dictionary Update**

- **Input:** Data matrix \( X \in \mathbb{R}^{d \times n} \), sparse matrix \( A = (\alpha_1, ..., \alpha_n) \in \mathbb{R}^{p \times n} \), input dictionary \( D = [d_1, ..., d_k] \in \mathbb{R}^{d \times p} \)
- **Output:** dictionary \( D = [d_1, ..., d_k] \in \mathbb{R}^{d \times p} \)

1. Set \( B = AA^T \in \mathbb{R}^{p \times p} \).
2. Set \( C = XA^T = [c_1, ..., c_p] \in \mathbb{R}^{d \times p} \).
3. repeat
   4. for \( j = 1 \) to \( p \) do
      5. Set \( u_j \leftarrow \frac{1}{B_{jj}}(c_j - Dd_j) + d_j \)
      6. Set \( d_j \leftarrow \max(||u_j||_2, 1) \)
   7. end for
4. until convergence
5. Return updated dictionary \( D \).

### 3. EXPERIMENTS

#### Data Description

In the experiments we use two standard gray images: Lena and Boat, resized to 128 × 128. We work with overlapping patches of size of 9 × 9 extracted from these images, and our input data is \( X \in \mathbb{R}^{81 \times 14400} \).

For evaluating the quality of the learned dictionary \( D \) we will use the MSE of the data reconstruction:

\[
MSE = \frac{1}{n} \sum_{i=1}^{n} ||x_i - D\alpha_i||_2^2
\]

**FSA Parameter Experiments.** First, we need to find proper hyper-parameter values for \( \mu, \eta \), and \( N^{iter} \) for using FSA in dictionary learning. We experimented with learning a 1024 atom dictionary on the Lena image. In Figure 2, left are shown the MSE vs iteration number for different values the learning rate \( \eta \), for \( N^{iter} = 100 \) and \( \mu = 80 \). We see that the quality of the dictionary is almost the same for \( \eta \) between 0.01 and 0.03. In Figure 2, middle are shown the MSE vs iteration number for different values of \( N^{iter} \), when \( \mu = 80, \eta = 0.01 \). We see that with more iterations, the quality of the dictionary is better, at an increased computation cost. We fixed \( N^{iter} = 500 \), which has a comparable computation cost with LARS. In Figure 2, right are shown the MSE vs iteration number for different values the annealing parameter \( \mu \), for \( N^{iter} = 500 \) and \( \eta = 0.01 \). We see that the quality of the dictionary is almost the same for \( \mu \) between 100 and 500, the best being for \( \mu = 200 \).

**Comparison with other methods.** In this experiment we compare the dictionary learned with FSA with approaches where Algorithm 2 was replaced by LARS or IRLS. We investigated three sparsity levels \( k = 3, 4, 5 \). In Figure 3 are shown the reconstruction MSE for the three methods for 256 and 1024 atoms on Lena, and 1024 atoms on the Lena and Boats images simultaneously. We see that FSA obtains better dictionaries than LARS which is better than IRLS. Furthermore, FSA with \( k = 4 \) has smaller MSE than LARS and IRLS with \( k = 5 \) in all three cases. Moreover, IRLS is at least 10 times slower than FSA, which is why we didn’t include the Lena+Boats results for IRLS.

Examples of reconstructed images with the learned dictionary are shown in Figure 4. We can see that FSA obtains a more accurate and more clear image than LARS.

**Digit Recognition Application.** In this section, we use dictionary learning to obtain a sparse representation of the MNIST [17] handwritten digit database and apply several multi-class classification methods on the sparse feature vectors to compare the classification accuracy.

MNIST is a dataset containing 60,000 training examples and 10,000 test examples as grayscale images of size 28 × 28.
of handwritten digits.

In our experiment, we generate 256-atom dictionaries using different dictionary learning methods, one dictionary for each digit from 0 to 9. Then for each observation we generated one sparse feature vector from each dictionary, and concatenated them to obtain a 2560 dimensional sparse feature vector. This sparse feature vector was used as input for training and testing different classifiers.

As classifiers, we used SVM, Random Forest with 500 trees, and K-Nearest Neighbors with $K = 3$. We compared different sparsity levels in the sparse representation, and also tested the classifiers on the original data with no sparsity.

The results are shown in Table 1. We see that for each type of classifier the sparse representation obtained by FSA has smaller test misclassification error than LARS, IRLS and the original data.

### 4. CONCLUSION

We introduced a new method to solve the sparse coding problem in dictionary learning that replaces the $L_1$ penalty in the loss function with a sparsity constraint $||\alpha||_0 \leq k$. The method relies on a recent feature selection methods called Feature Selection with Annealing (FSA). Using FSA we can directly specify the number of non-zero variables we want in the sparse representation, unlike the $L_1$ penalized methods where the sparsity is controlled indirectly through the regularization parameter $\lambda$.

The experimental results on image reconstruction showed that the proposed method obtains smaller reconstruction errors than LARS or IRLS for the same sparsity level and dictionary size. Furthermore, experiments on the MNIST dataset using SVM, Random Forest and K-Nearest Neighbors showed that the method can be used to obtain a sparse image representation that obtains a smaller misclassification error than directly using the image as input. Furthermore the sparse representation by FSA again outperforms LARS and IRLS in this classification task.
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