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ABSTRACT
Chan-Vese is a level set method that simultaneously evolves a
level set surface and fits locally constant intensity models for
the interior and exterior regions to minimize a Mumford-Shah
integral. However, the length-based contour regularization in
the Chan-Vese formulation is quite simple and too weak for
many applications. In this paper we introduce a generalization
of the Chan-Vese method to evolve a curve where the regular-
ization is based on a Fully Convolutional Neural Network. We
also show how to learn the curve model as a Recurrent Neural
Network (RNN) using training examples. Our RNN differs
from the standard ones because it has the Chan-Vese locally
constant intensity model, which gives it better interpretability
and flexibility.

Index Terms— level sets, Chan-Vese segmentation, con-
volutional neural networks, recurrent neural networks

1. INTRODUCTION

Image segmentation and related tasks, such as object segmen-
tation and scene segmentation, have a wide range of appli-
cations, including (but not limited to) content-based image
retrieval, medical imaging, autonomous driving, object detec-
tion, face recognition, etc.

While image segmentation is a generic problem, object
segmentation is the problem of delineating object boundaries,
such as a horse in an image or a liver in a CT scan. This prob-
lem is very important for medical imaging where it is used for
delineating tumors or other pathologies, estimating the vol-
ume of a heart, a liver or a swollen lymph node, etc. Even
though radiologists have been handling the aforementioned
medical imaging tasks, an increasing amount of research in-
dicates that computer vision techniques have the potential to
outperform radiologists in terms of accuracy and speed.

Generic image segmentation is usually a low-level task
that finds the boundary of a region purely based on the inten-
sity difference with the neighboring regions. Object segmen-
tation is a high-level task that aims at finding the boundary of
a specific object and uses the shape of the object to eliminate
distractors and to hallucinate where the boundary should be
in places where it is not visible.

The Chan-Vese method [1] is a low level image segmenta-
tion method that uses a model with a constant region intensity

cost and boundary length regularization in conjunction with a
level set optimization algorithm to find the regions of interest.

This paper brings the following contributions:
- It introduces a generalization of the Chan-Vese formula-

tion that allows to impose more complex shape priors in the
level set framework. This formulation becomes a Recurrent
Neural Network with hidden values for the intensity models
inside and outside the segmented regions.

- It shows how to unwind the RNN and compute the gradi-
ents for learning the model using training examples and back-
propagation and how to generate multiple initializations for
training a model with better generalization.

- It presents 2D applications to liver segmentation and
horse segmentation where it outperforms the original Chan-
Vese, and also the RNN without the Chan-Vese formulation.

1.1. Related Work

Our work builds on the Chan and Vese [1] level set approach,
which is a level set method that does not depend on edges
and finds the region boundaries by alternatively minimizing
an energy function and updating an intensity model. Further
details will be given in Section 2.1. Our work improves this
method by replacing the generic boundary length prior with a
CNN that can learn a more specific object shape prior.

As in many other computer vision tasks, neural network
(NN) based methods have been successfully employed to
segment objects in images. For this purpose, NN based ap-
proaches essentially perform pixel-wise classification and try
to predict for each pixel whether it is inside the object bound-
ary or outside. Most of the NN based approaches mainly
employ Fully Convolutional Networks [2], which were also
described in Overfeat [3] for object detection and localization.

One popular NN based segmentation method is the U-net
[4] which does not take a FCN approach, even though they use
convolution layers. The U-net architecture has two paths, a
contracting path in which convolution layers are employed to
capture the context information, and a symmetrical expanding
path, where deconvolution layers are used to pinpoint the ex-
act locations of the boundary. The U-net takes a feed-forward
approach while our method takes an iterative approach that
refines the result in a number of iterations. In principle the



U-net model can also be used as the CNN in our model (see
Figure 1), but that is subject to further exploration.

Some recent work [5]-[6] merges level sets with deep
learning. Hu et al., [5] combines level sets with VGG16 [7]
to segment out salient objects. The level set formulation of
active contours is used in [6] along with optical flow for the
task of moving object segmentation.

Recurrent Neural Networks (RNN) such as long short
term memory (LSTM) networks [8] and Gated Recurrent
Units (GRU) [9] are widely and mostly used for sequential
data such as in speech recognition, time series predictions,
etc. However, this phenomenon is changing.

Recent work employs RNNs for object segmentation or
scene labeling. A first approach was introduced in [10] where
a CNN was used for scene labeling, and the model was trained
using backpropagation through time (BPPT), similar to ours.
However, they trained a loss function that evaluates the result
at each iteration, while our loss only evaluates the last itera-
tion. More importantly, our model has hidden parameters for
the intensity models inside and outside the object, which is
not present in any RNN based approach.

Reseg[11], has employed 4 RNNs to perform object seg-
mentation in which the input image is divided into non over-
lapping patches. At each time step, vertical and horizontal
filtering layers sweep through a patch, then the system yields
a new projection then updates the RNN and iterates over the
next patch. Unlike [11] we do not divide the image into sub-
patches and instead use the whole image in the recurrence.

2. PROPOSED METHOD
The problem that we are trying to address is how to impose
better shape priors in the Chan-Vese formulation, and learn
these shape priors using training examples instead of setting
them by hand to a predefined form. Chen et al., [12] used
NNs as implicit solvers of differential equations. We propose
that we can learn the shape priors not by solving a PDE, but
instead by using CNNs to encode the shape prior, transform-
ing the Chan-Vese evolution into a Recurrent Neural Network
(RNN). Training the shape prior is done in an end-to-end fash-
ion by backpropagation, but difficulties arise since all itera-
tions of the RNN share the same weights, so special attention
must be given to compute the gradient.

2.1. Chan-Vese Overview

The Chan-Vese Active contour [1] is fitted by minimizing the
following Mumford-Shah energy;

E(C)=

∫
Ci

(I(u)−µi)2du+

∫
Co

(I(u)−µo)2du+ν|C| (1)

where I denotes the image intensity, C is the curve to be fit-
ted, Ci, Co are the regions inside and respectively outside the
curve C, and µi and µo are the intensity averages of image I
inside and outside the curve C respectively.

A direct approach would be to derive the Euler-Lagrange
equation and obtain a curve evolution equation of the form

Fig. 1. Our RNN model merging CNN with Chan-Vese
∂C

∂t
= f(κ) ~N (2)

where κ is the curvature ofC, f is some function of the curva-
ture, and ~N is the normal vector to the curve. However, such
a direct approach is difficult to implement because of topo-
logical changes such as self intersection of the curve make
managing the curve representation quite challenging.

The Chan-Vese approach takes a level set formulation in-
stead. The curveC is represented as the 0 level set of a surface
ϕ, i.e. C = {(x, y)|ϕ(x, y) = 0}. Usually ϕ(x, y) is initial-
ized as the signed distance transform ofC i.e. inside the curve
C ϕ < 0 and outside ϕ > 0 and the magnitude of ϕ(x, y) is
the distance of the point (x, y) to the closest point on curve
C. Then the energy (1) is extended to an energy of the level
set function ϕ:

E(ϕ) =

∫
(I(u)− µo)2(1−Hε(ϕ(u))) du+∫

(I(u)−µi)2Hε(ϕ(u))du+ν

∫
δε(ϕ(u))|∇ϕ(u)|du

(3)

where Hε is the smoothed Heaviside function

Hε(z) =


0 if z < −ε
1 if z > ε
1
2 [1 +

z
ε +

1
π sin(πzε )] if |z| < ε

(4)

and δε is its derivative. The parameter ν controls the curve
length regularization

∫
|∇ϕ| . When ν is small the curve (seg-

mentation) C will have many small regions while when ν is
large, the curve C will be smooth and the segmented regions
will be large.

This energy is minimized alternatively by updating µi, µo

µti =

∫
I(u)Hε(ϕ

t(u))du∫
Hε(ϕt(u))du

, µto =

∫
I(u)[1−Hε(ϕ

t(u))]du∫
[1−Hε(ϕt(u))]du

,

(5)
then assuming µti, µ

t
o fixed the solution ϕ needs to satisfy the

Euler-Lagrange equation:

δε(ϕ)[ν div(
∇ϕ
|∇ϕ|

) + (I − µto)2 − (I − µti)2] = 0 (6)

2.2. Our Model
Denoting κ(ϕ) = div ∇ϕ|∇ϕ| in (6), this can be accomplished
with the following iterative update

ϕt+1 = ϕt + ηδε(ϕ
t)
(
κ(ϕt) + (I − µto)2 − (I − µti)2

)
(7)

The curve C can always be obtained as the 0-level set of
φt, which can be done using the marching cubes algorithm.



This way topological changes are naturally handled by the
level set function ϕ.

We generalize the Chan-Vese formulation starting with
the Euler-Lagrange equation (6) and replacing the divergence
term κ(ϕ) = div ∇ϕ|∇ϕ| responsible for the length regulariza-
tion with a generic function g(ϕ, β) with parameters β

δε(ϕ)[g(ϕ, β) + (I − µto)2 − (I − µti)2] = 0 (8)
Minimization of the new model can be done with the follow-
ing iterative algorithm, with or without the δε(ϕt) factor,
ϕt+1 = ϕt+ηδε(ϕ

t)(g(ϕt, β)+(I−µo)2− (I−µi)2) (9)
Instead of using a predefined function, we learn g(ϕ, β) as a
Convolutional Neural Network (CNN). Because of the iter-
ative update (9), the algorithm becomes a sort of Recurrent
Neural Network that takes a preset number of steps T .

In Figure 1 we can see that in each iteration our model
takes ϕt as input and passes that through the CNN portion of
the model which gives the shape information g(ϕt, β), which
is passed to the Chan-Vese update (9), along with average im-
age intensity inside and outside of the curve C, µti, µ

t
o from

Eq. (5). This way ϕt+1 is obtained and is fed back into the
next iteration of the RNN. After T iterations ϕT is thresh-
olded to obtain the segmentation result.

2.3. Training and Backpropagation

Our model iterates a number T of times of the same update
equation (9), which means that our model has parameter shar-
ing. Then the backpropagation becomes more challenging
than the models that don’t have parameter sharing. Follow-
ing in the footsteps of Sun-Tappen [13], we used the chain
rule to obtain the gradient of the loss function L with respect
to the model parameters β
∂L

∂β
=

T∑
k=1

∂L

∂ϕk
∂ϕk

∂β
=

∂L

∂ϕT
·
T∑
k=1

{∂ϕ
k

∂β
·
T−1∏
t=k

∂ϕt+1

∂ϕt
}. (10)

This is also illustrated in Figure 2. Using the the update (9)
without the δε(ϕt), we get
∂ϕt+1

∂ϕt
= 1 + η

(
∂g(ϕt, β)

∂ϕt
− 2(I − µo) ·

∂µo(ϕ
t)

∂ϕt

+ 2(I − µi) ·
∂µi(ϕ

t)

∂ϕt

)
, where

(11)

∂µi(ϕ
t)

∂ϕt
=
δε(ϕ

t)·(I−µi)∫
Hε(ϕt(x))dx

,
∂µo(ϕ

t)

∂ϕt
=

δε(ϕ
t) · (µo − I)∫

(1−Hε(ϕt(x)))dx
(12)

andHε has been defined in Eq. (4) and δε is its derivative. We
also get ∂ϕt+1

∂β
=
∂ϕt+1

∂g
· ∂g
∂β

= η · ∂g
∂β

(13)
Consequently

∂L

∂β
=

∂L

∂ϕT
· η ·

T∑
k=1

{∂g(ϕ
k−1, β)

∂β
·
T−1∏
t=k

∂ϕt+1

∂ϕt
} (14)

where ∂ϕt+1

∂ϕt is given in Eq. (11).
Training. Training is done using triplets (Ii, Yi,Mi) contain-
ing full input images Ii with corresponding desired segmen-
tation maps Yi and initialization binary maps Mi. The initial

Fig. 2. For backpropagation, we unwind the model T times
and compute the gradient using Eq. (14).

level set surface ϕ0 was obtained from each binary map Mi

as the signed distance transform.
As loss function we used the Lorenz loss [14] for its ro-

bustness to outliers and ease of optimization
`(u) = log(1 + max(0, 1− u)2) (15)

The overall Lorenz loss for all training examples (Ii, Yi,Mi),
i = 1, ..., N is

L(β) =

N∑
i=1

∑
x∈Yi

`(Ri(x, β)Yi(x)) (16)

where Ri(·, β) is the output ϕT obtained by our RNN with
parameters β on image Ii with initialization Mi.

When the number of iterations T is large, the loss (16)
could have many local optima. To avoid getting stuck in a
shallow optimum, we followed [15] and used the result of a
trained RNN with fewer iterations as initialization. We there-
fore started with training a 1 iteration RNN, then used it as
initialization for the 2-iteration one, and so on.

To be able to better handle local minima, we dynamically
changed the learning rate by using an enlarged cosine wave,
which is a modification of Huang et. al.’s [17] cosine anneal-
ing wave. However, unlike their formulation, the amplitude
of our cosine wave is gradually enlarged.

αi =
α1

2
βb

i·r
n c
(
cos
(π mod (i− 1, n/r)

n−
⌊
i·r
n

⌋ )
+ 1

)
(17)

where αi is the learning rate for the ith epoch, α1 is the largest
possible learning rate for which the gradient does not explode,
β is augmentation factor for which we took β = 1.25, n and r
are number of epochs to be run and number of waves respec-
tively.

3. EXPERIMENTS

We implemented our model in MatConvNet [18] where we
created new layers for the computation of µi, µo and for the
Chan-Vese update (9).
CNN architecture. For CNN we used a network with two
convolutional layers with 7 filters of size 7 × 7 with padding
followed by a convolutional layer with 7 filters of size 1×1×
7 followed by ReLU and finally another convolutional layer
with one filter of size 1×1×7. The 7×7 filters used padding
such that the size of the output was kept the same as the size
of the input.
Multiple Initializations. In order for our model to general-
ize better we added for each input image I multiple initial-
izations. One initialization was obtained the same way as it
will be obtained at test time. Other 10 initializations were ob-
tained from the ground truth Y by the following distortions:



CV-1it CV-2it CV-3it CV-10it CV-100it CVNN-1it CVNN-2it CVNN-3it

Liver Dataset 90.85 91.07 91.20 91.72 92.69 92.48 93.56 94.04
Weizmann horse dataset [16] 50.61 51.01 51.42 53.83 67.66 68.72 68.36 68.10

Table 1. Dice coefficients on the test set obtained with 4-fold cross validation. ’CV - nit’ stands for standard Chan-Vese with
n iterations, and ’CVNN - nit’ stands for our proposed method with n iterations.

Fig. 3. Ground truth based initializations. Left: ground truth.
Middle: distorted by added or punched semicircles at random
border locations. Right: The middle image is corrupted by
adding Gaussian noise and used as initialization for training.

First, semicircles were added or holes were punched at ran-
dom locations on the boundary of Y , then Gaussian noise was
added to the distorted map around the edge. This process is
illustrated in Figure 3.

We trained various number of different initializations of
the same image and observed that more initializations resulted
in better generalization.
Dataset. We used the Weizmann horse dataset [16] and the
multi-organ dataset [19], from which we used all CT volumes
that were provided with a liver segmentation, for a total of
17 volumes. A total of 11 slices have been used from each
volume, at location z = 100, 105, ..., 150, for a total of 187
images. The data was preprocessed by obtaining a rough liver
segmentation with a CNN, an intensity histogram from inside
the rough segmentation, finally obtaining a liver likelihood
map using the histogram only. The likelihood map and the
initial CNN segmentation were used as input for the methods
evaluated, and results are shown in Figure 4.
Results. We report the results based on Dice coefficients
[20]. Since the liver dataset is rather small, thus the results
are shown with 4-fold cross validation. For the horse data we
used 128 images for training and the remaining 200 images
for testing. In Table 1 are showed various number of iter-
ations of the Chan-Vese algorithm and our model CVNN re-
sults on the Liver and Horse datasets. From the results it is ob-
vious that even one iteration of our CVNN can perform about
as good as 100 iterations of Chan-Vese. Considering com-
putation time, CV-100 it takes 0.5 seconds per image, while
CVNN-3it takes 0.1 seconds per image on the liver dataset,
so CVNN-3it is 5 times faster and obtains better results.
Ablation study. We performed an ablation study to see the
benefit of including the intensity term (I − µto)2 − (I − µti)2
in Eq. (9), and what would happen if we added the image
intensity as another channel in the CNN, obtaining g(ϕ, I, β).
The results for the liver data are shown in Table 2.

It is clear that without the intensity model the accuracy
that CVNN is no better than 1 iteration of CV. We can obtain a

Fig. 4. Segmentation results. Top: Chan-Vese with 100 itera-
tion. Bottom: CVNN with 3 iterations.
regular RNN by removing the intensity model and adding the
image I as a channel for the CNN. We see that this RNN does
better than without the intensity model, but no better than a
10-iteration Chan-Vese. Finally, using the image as a channel
for CNN and adding back the intensity model gives another
rise of 2% in accuracy, but still not as good as our proposed
method that only uses the CNN for the shape.

Update term in Eq. (9) Dice

Proposed g(ϕ, β)+(I−µto)2−(I−µti)2 94.04
No intensity model g(ϕ, β) 89.74
Regular RNN g(ϕ, I, β) 91.46
ImageI channel in CNN g(ϕ,I,β)+(I−µto)2−(I−µti)2 93.42

Table 2. Ablation study of the importance of the intensity
term (I − µto)2 − (I − µti)2 in Eq. (9) and whether using the
image I as a channel in the CNN is useful or not.

4. CONCLUSION

In this paper we proposed a generalization of the Chan-Vese
method that allows to learn a more complex shape model us-
ing a CNN instead of the generic boundary length prior from
the original formulation. For this purpose we replaced the
curvature term from the Chan-Vese update with a CNN and
showed how to train it by back-propagation through time. We
also showed how to generate multiple initializations for train-
ing in order to improve generalization of the obtained model.

Experiments showed that one iteration of the proposed ap-
proach can obtain comparable results with 100 iterations of
Chan-Vese, and more iterations further improve accuracy.

In the future, we plan to extend the proposed approach
to 3D data, where the Chan-Vese method is very computa-
tionally intensive. We also plan to extend the approach to
multi-organ segmentation.
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