
Nonparametric Bayes

Review. Review of parametric Bayes, posterior calculation for simple parametric models,
Bayesian testing, Bayes factors, Bayesian GLM, data augmentation, Bayesian variable
selection.

Motivation of Nonparametric Bayes. Necessity to go beyond parametric models by pro-
viding motivating examples from epidemiology [Dun10] and machine learning, what is
meant by “nonparametrics” in Bayesian paradigm, how to define distribution for an
unknown distribution [GR03].

Bridge between parametrics and nonparametrics. Density estimation via histograms, Dirich-
let priors, properties and computation, logistic-normal priors for histogram smoothing,
applications to regression with unknown residual densities.

Construction of nonparametric priors. Ferguson’s denition of the Dirichlet process (DP)
prior [Fer73, Fer74] Blackwell and MacQueen’s method [BM73] to introduce a Dirichlet
prior, properties of the Dirichlet prior, calculation of the posterior distribution (conju-
gacy), and support [Fer73, Fer74, BM73, GR03], constructive definition of the Dirichlet
prior [Set91], product partition models, Chinese restaurant process [Ald85, Pit95] and
Indian buffet process [GG05].

Finite mixture models: Finite mixtures of Gaussians, estimation via the EM algorithm
and Gibbs, prior choice, posterior computation, label switching [Ste00], model-based
clustering [FR02], density estimation, classification, applications in semiparametric hier-
archical modeling.

Polya Trees and DP mixtures. Nonparametric priors which select absolutely continu-
ous distributions, Polya Trees [GR03, MSW92, Lav92, Lav94], DP mixture of Gaussians
[EW95, MEW96], hierarchical Dirichlet processes [TJBB04], applications to density es-
timation and clustering for grouped and ungrouped data.

Computation for DP mixture of Gaussians. Collapsed Gibbs sampler [EW95, Mac98,
MM98, Nea00, JN04], blocked Gibbs sampler [IJ01], slice sampler [Wal07], retrospective
sampler [PR08], combining slice and retrospective sampler [Pap08].

Incorporating constraints. Priors for densities with quantile constraints [GK03], shape
constraints [CCH+07], and stochastic ordering constraints [GK01, DP08b], applications
to flexible residual density modeling and dose response modeling.

Gaussian processes (GP). Construction, properties, applications in regression and clas-
sification, adaptation of hyperparameters, kernel and basis function methods, approxi-
mation methods for large datasets [Ras06].
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Density regression: predictor-dependent mixture models, dependent DP [Mac00], kernel
mixtures of DPs, kernel stick-breaking process [DP08a], probit stick-breaking process
[RD11, CD09], properties, applications.

Functional data analysis: priors for dependent collections of random functions/curves
[RDG09, Dun10], nested Dirichlet process [RDG08], functional clustering [Bro08], clas-
sification from functional predictors [KTV06], posterior computation, inferences.

High-dimensional applications: mixtures of factor models [MPB03], non-linear embed-
dings, fast computation via variational methods [GB+99], applications to gene expression
studies, dictionary learning and application to image denoising [ZCR+09].

Introduction to asymptotic theory: weak and strong posterior consistency, Schwartz the-
orem, applications to showing consistency in density estimation [GR03].
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