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1 Delta Method

Definition 1. For a sequence of rev’s Yn, and sequences of real numbers µn and positive
numbers σn, we define

Yn ∼ AN(µn, σ
2
n) if

Yn − µn
σn

d→ N(0, 1).

AN stand for “asymptotically normal”. If Yn ∼ AN(µn, σ
2
n), then for large n the distribu-

tion of Yn is well approximated by N(µn, σ
2
n). Note that, in the definition of AN, µn and

σ2
n do not have to be mean and variance of Yn.

CLT: If X1, X2, X3, . . . are iid with mean µ and variance σ2, and X̄n = n−1
∑n

i=1Xi, then

X̄n ∼ AN(µ, σ2/n).

(Here we are taking µn = µ and σ2
n = σ2/n in the definition of AN.

Theorem 1. (Delta method). Suppose that Yn ∼ AN(µ, σ2
n) with σn → 0. Let g be a

real-valued function differentiable at x = µ with g′(µ) 6= 0. Then

g(Yn) ∼ AN(g(µ), [g′(µ)]2σ2
n).

Example: Suppose X1, X2, . . . , Xn is a random variable with Eµ(X1) = µ 6= 0. Suppose
we want to estimate the function g(µ) = 1/µ. Consider the mean of a random sample X̄.
For µ 6= 0. applying the Delta Theorem we have,
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in distribution. If we do not know the variance of X1, we need to estimate it using S2.
Also µ can be estimated using X̄ so that
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Furthermore, since both X̄ and S2 are consistent estimators,we can again apply Slutsky’s
Theorem to have for µ 6= 0,
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in distribution. This is used to find confidence intervals for 1/µ.
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