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Two-Sample Test for Binomial Proportions 
for Matched-Pair Data (McNemar’s Test)

Ex 10.21
• Comparing two different chemotherapy treatments 

for breast cancer, A and B.
– The two groups should be as comparable as possible on 

other prognostic factors.
• A matched study

– The patients are assigned to pairs matched on age and 
clinical conditions

– A random member of each matched pair gets treatment A 
and the other gets treatment B.

– The patients are followed for 5 years, with survival as the 
outcome variable.
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• Yates-corrected chi-square statistic is 0.59, which is 
not significant.

• Using this test assumes that the samples are 
independent.
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• Probability that the treatment B member of the pair survived given that the 
treatment A member of the pair survived = 510/526 = .970

• Probability that the treatment B member of the pair survived given that the 
treatment A member of the pair died = 5/95 = .053

• Concordant pair
– A matched pair in which the outcome is the same for each member of the pair.

• Discordant pair
– A matched pair in which the outcomes differ for the members of the pair.

• Type A discordant pair
– Treatment A member of the pair has the event and B does not.

• Type B discordant pair
– Treatment B member of the pair has the event and A does not.
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• Let p = probability that a discordant pair is of type A.
• H0: p = 1/2 versus H1: p≠1/2.
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Ex. 10.24
• Assess the statistical significance of the data in previous 

example.
• nD = 21 ≥ 20, nD(1/2)(1/2) = 5.25 > 5

– normal approximation is valid.
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R × C Contingency Tables 

• R × C contingency table: a table with R rows and C columns.
Ex. 10.33
• Suppose we want to study further the relationship between age 

at first birth and development of breast cancer. In particular, 
we would like to know if the effect of age at first birth follows 
a consistent trend
– more protection for women whose age at first birth is < 20 than for 

women age at first birth is 25-29.
– higher risk for women age at first birth is ≥ 35 than for women whose 

age at first birth is 30-34.
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• We want to compare the observed table with the 
expected table.

• Again, (O-E)2/E is used.
• Under null hypothesis, for an R×C contingency table, 

the sum of (O-E)2/E over the RC cells approximately 
follow a chi-square distribution with (R-1)×(C-1) df.
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Ex. 10.35 Assess the statistical significance of the data 
in the previous example (Ex. 10.33).

There is a significant relationship between age at first 
birth and development of breast cancer.
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Chi-Square Test for Trend in Binomial 
Proportions

• The result of the previous example shows some relationship 
between breast cancer and age at first birth.

• It does not tell us specifically about the nature of the 
relationship.

• There is an increasing trend in the proportion of women with 
breast cancer in each succeeding column.

• Can we use a specific test to detect such trends?
• Score variable Si

– represent some particular numeric attribute of the group  
• We can assign scores of 1, 2, 3, 4, and 5 to the five groups in 

the international study of breast cancer example.
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Ex 10.37
• Using the internationals study data, assess whether or not there is an 

increasing trend in the proportion of breast cancer cases as age at first 
birth increases. 

• Si = 1, 2, 3, 4, 5. xi = 320, 1206, 1011, 463, 220. ni = 1742, 5638, 3904, 
1555, 626. x = 3220, n = 13,465, 

• A = 320(1) + 1206(2) +…+ 220(5) – (3220)[1742(1) +…+ 626(5)]/13,465 
= 567.16

• B = (.239)(.761){1742(12) +… +626(52)-[1742(1) +…+ 626(5)]2/13,465} 
= 2493.33
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Chi-Square Goodness-of-Fit Test
Ex. 10.39 Diastolic blood-pressure measurement were collected at home in a 

community-wide screening program of 14,736 adults ages 30-69 in East 
Boston, MA, as part of a nationwide study to detect and treat hypertensive 
people. Two measurements taken at one visit

• A frequency distribution of the mean diastolic blood pressure is given in 
the following table.

• We want to assume these measurements came from an underlying normal 
distribution.

• How can the validity of this assumption be tested?
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• Compute the expected table and compare with the observed 
table.

• We can use (O-E)2/E for the test.
– The agreement between observed and expected frequencies can be 

summarized over the whole table by summing (O-E)2/E over all 
groups. 

• If we have the correct underlying model, this sum will 
approximately follow a chi-square distribution with g-1-k df
– g = number of groups and k = the number of parameters estimated 

from the data to compute the expected frequencies.
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Ex. 10.41
• Test for goodness of fit of the normal-probability model for the 

previous example (Table 10.22).

• The normal model does not provide an adequate fit to the data.
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Correlation methods

1. Understand the nature and strength of the association between two measurement
variables X and Y .

2. Population correlation coe�cient, ⇢, quantifies the linear relationship between X and
Y .

3. Correlation coe�cient is a measure of linear association between X and Y. So corr=0
implies that either there isn’t any relationship between X and Y or a possibly non-
linear relationship between X and Y.
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4. Correlation coe�cient can be a↵ected by truncation, e.g. Relationship between SAT

scores measured during the senior year of high school and GPA measured at the

completion of the freshman year in college.

5. Correlation coe�cient may be a↵ected by confounding variables Relationship between

size of a home and its selling price. Association between age of first job and starting

salary. Sample correlation coe�cient r

6. H0 : ⇢ = 0 vs. H1 : ⇢ 6= 0 Compute the sample correlation coe�cient r. Compute

the test statistic t = r(n�2)1/2

(1�r2)1/2
which under H0 follows a t distribution with n� 2 df.

For a two-sided level ↵ test if t > tn�2,1�↵/2 or t < �tn�2,1�↵/2 reject H0, otherwise

accept H0. The p-value is given by

p = 2⇥ (area to the left of t under a tn�2 distribution) if t < 0

p = 2⇥ (area to the right of t under a tn�2 distribution) if t < 0

7. Suppose serum-cholesterol levels in spouse pairs are measured to determine whether

or not there is a correlation between cholesterol levels in spouses. Specifically, we

wish to test the hypothesis H0 : ⇢ = 0 vs. H1 : ⇢ 6= 0. Suppose that r = .25 based

on 100 spouse pairs. Is this evidence enough to warrant rejecting H0? We have

n = 100, r = .25t = .25(98)1/2/(1� .252)1/2 = 2.56, qt(.975, 98) = 1.98 H0 is rejected.
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