














































2.7(a) For y > 0 we can write

FY (y) = P (Y ≤ y) = P (X2 ≤ y) = P (−√y ≤ X ≤ √y) =
∫ √y
−√y

fX(x) dx

=



∫ √y
−√y

2

9
(x + 1) dx for 0 < y ≤ 1

∫ √y
−1

2

9
(x + 1) dx for 1 < y ≤ 4 (∗)

∫ 2

−1

2

9
(x + 1) dx for y > 4

=



4

9

√
y for 0 < y ≤ 1

1

9
(y + 1 + 2

√
y) for 1 < y ≤ 4

1 for y > 4

so that differentiation gives the pdf as

fY (y) =



2

9
y−1/2 for 0 < y ≤ 1

1

9

(
1 + y−1/2

)
for 1 < y ≤ 4

0 otherwise.

The density can also be found by directly differentiating the integrals in (∗)
above.

2.7(b) Using the approach from lecture, we divide the interval (−1, 2) (which
is the range of X) into A1 = (−1, 0) and A2 = (0, 2) on which the function
g(x) = x2 is monotonic. Let gi denote the function g restricted to x ∈ Ai

for i = 1, 2. The range of the function g1 is B1 = (0, 1), and the range of g2
is B2 = (0, 4). Clearly g−11 (y) = −√y and g−12 (y) =

√
y. By the result in

lecture

fY (y) = fX(g−11 (y))

∣∣∣∣∣ ddyg−11 (y)

∣∣∣∣∣ IB1(y) + fX(g−12 (y))

∣∣∣∣∣ ddyg−12 (y)

∣∣∣∣∣ IB2(y)

=
2

9
(−√y + 1) · 1

2
√
y
I(0,1)(y) +

2

9
(
√
y + 1) · 1

2
√
y
I(0,4)(y)

=


1
9

(−√y + 1) · 1√
y

+ 1
9
(
√
y + 1) · 1√

y
for 0 < y < 1

1
9
(
√
y + 1) · 1√

y
for 1 < y < 4

0 otherwise

which (after a little simplification) agrees with the answer found in part (a).




