
Independence
Definition (two events):

B and C are independent if P (B ∩ C) = P (B)P (C)
or equivalently P (B |C) = P (B)
or equivalently P (C |B) = P (C) .

Definition (three events):
A, B, C are mutually independent if all of the following are true:

P (A ∩B) = P (A)P (B)
P (A ∩ C) = P (A)P (C)
P (B ∩ C) = P (B)P (C)

P (A ∩B ∩ C) = P (A)P (B)P (C) .

To verify mutual independence, you must check all of these.

General Definition:
A list of events is mutually independent if the probabilities
of all possible intersections of these events are given by multi-
plying the individual event probabilities.

Note: For k events, there are 2k − 1− k possible intersections.

The word “mutual” is usually omitted. In this class, when we
say “independent” events, we mean “mutually independent”.

In our class, independence is usually an assumption; not some-
thing we verify.

Definition: Events A1, A2, . . . , Ak are pairwise independent if
P (Ai ∩Aj) = P (Ai)P (Aj) for all i 6= j.

















Random Variables (r.v.’s)

Recall: A (probabilistic) Experiment is described by giving
(Ω, P ) where:

Ω = sample space (consisting of outcomes ω)
P = probability function

Informally: A random variable (rv) X is a quantity that achieves
a value determined by the outcome of the experiment.

Formally: A random variable X is a rule which assigns a value
X(ω) to each outcome ω in the sample space.

That is, a random variable (rv) is a function:

X : Ω→ R

Usually, the ω’s are omitted and the value of the rv is written
as X (instead of X(ω)).

In our class, rv’s are usually upper case letters late in the al-
phabet (U , V , W , X, Y , Z), but they don’t have to be.
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