




More Facts about Independent Random Variables

If X,Y, Z are mutually independent rv’s:

• E(XY Z) = EX · EY · EZ
(whenever EX, EY , EZ are finite)

• g(X), h(Y ), k(Z) are mutually independent rv’s for any
functions g, h, k,

and therefore . . .

• Eg(X)h(Y )k(Z) = Eg(X)Eh(Y )Ek(Z)
(whenever Eg(X), Eh(Y ) , Ek(Z) are finite),

and therefore . . .

• MX+Y +Z(t) = Eet(X+Y +Z) = EetXetY etZ

= EetX EetY EetZ = MX(t)MY (t)MZ(t).





























































Example: Clicks on a Geiger counter occur according to a
Poisson process with an average rate of 1.5 clicks per second.

What is the probability there are exactly 2 clicks during the
time interval (2.5,5.5) and exactly 3 clicks during (5.5,9.5)?

Answer: Define

X1 = # of clicks during (2.5,5.5),
X2 = # of clicks during (5.5,9.5).

Then

X1 ∼ Poisson (λ1 = 1.5× (5.5− 2.5) = 1.5× 3 = 4.5)
X2 ∼ Poisson (λ2 = 1.5× (9.9− 5.5) = 1.5× 4 = 6.0) ,

and X1 and X2 are independent because the time intervals
(2.5, 5.5) and (5.5, 9.5) are disjoint.

P (X1 = 2, X2 = 3) = P (X1 = 2)P (X2 = 3) by independence
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