
























Alternate Solution (Analytic):

FX(t) = FmaxZi
(t) = (FZ1

(t))k = (1− e−t/β)k

so that the pdf of X is

fX(t) = F ′X(t) = k(1− e−t/β)k−1
(
1

β
e−t/β

)
for t > 0 .

Using the pdf we can compute the mean and variance of X in
the usual way.

Another way to compute the mean is to use the result of a
homework exercise:

EX =

∫ ∞
0

(1− FX(t)) dt for any nonnegative rv X

=

∫ ∞
0

(1− (1− e−t/β)k) dt in this case.

Setting k = 3 (just for example) and expanding the power gives

EX =

∫ ∞
0

(1− (1− e−t/β)3) dt

=

∫ ∞
0

(1− (1− 3e−t/β +3e−2t/β − e−3t/β)) dt

= 3β − 3

(
β

2

)
+
β

3
which agrees with

=
β

3
+
β

2
+ β from the earlier approach.

We can also obtain the variance in a similar fashion.









Law of Large Numbers (LLN)
Let X1, X2, X3, . . . be iid with finite mean µ.
(That is, E|Xi| <∞ and EXi = µ.)

Define Sn =
n∑
i=1

Xi and X̄n =
Sn

n
=

1

n

n∑
i=1

Xi .

Strong Law of Large Numbers (SLLN):

P
(

lim
n→∞

X̄n = µ
)

= 1

In words: the sequence X̄n , n = 1,2,3, . . ., converges to µ
with probability 1 (as n→∞).

This result implies the . . .

Weak Law of Large Numbers (WLLN):

lim
n→∞

P (|X̄n − µ| < ε) = 1 for all ε > 0 ,

or lim
n→∞

P (|X̄n − µ| > ε) = 0 for all ε > 0 .

• If X1, X2, X3, . . . also has a finite variance Var(Xi) = σ2 <∞,
then we can say more:

Var(Sn) = nσ2 , Var(X̄n) = Var

(
Sn

n

)
=

1

n2
Var(Sn) =

σ2

n
,

and Chebyshev’s Inequality (see text, p. 122) implies

P (|X̄n − µ| > ε) <
σ2

nε2
(which → 0 as n→∞) .







The Continuity Correction

The normal distribution is continuous. If a normal approxima-
tion is used for a discrete distribution, caution is required.

When using a normal approximation to the distribution of an
integer-valued random variable X, greater accuracy is usually
obtained by using the “continuity correction”.

Let X∗ be a normal random variable with the same mean and
variance as X. For integers b and c, the continuity correction
is:

P (X = b) ≈ P (X∗ ∈ [b− .5 , b+ .5] )
P (b ≤ X ≤ c) ≈ P (b− .5 < X∗ < c+ .5)

P (X ≥ b) ≈ P (X∗ > b− .5)
P (X ≤ c) ≈ P (X∗ < c+ .5)

The continuity correction essentially amounts to replacing each
of the “spikes” in the pmf of X by a rectangle of the same
height with width one. This converts the pmf (a series of
spikes) into a density (pdf) which looks like a histogram (a
series of rectangles). The normal distribution is then used as
an approximation to this histogram.

After using the continuity correction, we standardize the ran-
dom variable X∗ in the usual way. If X and X∗ have mean µ

and variance σ2, then Z =
X∗ − µ
σ

∼ N(0,1). For example

P (b ≤ X ≤ c) ≈ P
(
b− .5− µ

σ
< Z <

c+ .5− µ
σ

)
.
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