
Multivariate Random Vectors

For simplicity, we mostly work with the bivariate case: X and
Y are two rv’s arising from the same experiment. An outcome
ω ∈ Ω leads to values X(ω) and Y (ω).

Think of (X,Y ) as a random point in the plane whose location
is known after performing the experiment.

The (joint) distribution of the bivariate random vector (X,Y )
is determined by the (joint) cdf:

FX,Y (x, y) = P (X ≤ x, Y ≤ y) for all x, y ∈ R.

More commonly used in calculations than the cdf are joint
pmf’s or pdf’s.

The Jointly Discrete Case

If X and Y are discrete rv’s, their distribution is determined by
a (joint) pmf:

fX,Y (x, y) = P (X = x, Y = y) for all x, y ∈ R

From now on, we shall drop the subscripts and write fX,Y (x, y)
as f(x, y), etc.

For any region A ⊂ R2,

P ( (X,Y ) ∈ A ) =
∑

(x,y)∈A

f(x, y)



For any function g(·, ·),

Eg(X,Y ) =
∑

(x,y)∈R2

g(x, y)f(x, y)

so long as E|g(X,Y )| <∞.

Any function f(·, ·) which satisfies f(x, y) ≥ 0 for all x, y ∈ R,
and ∑

(x,y)∈R2

f(x, y) = 1

can serve as a joint pmf.

The Jointly Continuous Case

If X and Y are “jointly continuous”, their distribution is deter-
mined by a (joint) pdf fX,Y (·, ·).

For any region A ⊂ R2,

P ( (X,Y ) ∈ A ) =

∫∫
A

f(x, y) dxdy

For any function g(·, ·),

Eg(X,Y ) =

∫ ∞
−∞

∫ ∞
−∞

g(x, y)f(x, y) dxdy

so long as E|g(X,Y )| <∞.



Any function f(·, ·) which satisfies f(x, y) ≥ 0 for all x, y ∈ R,
and ∫ ∞

−∞

∫ ∞
−∞

f(x, y) dxdy = 1

can serve as a joint pdf.

Connections between joint cdf and joint pdf

If X and Y are jointly continuous with density f(·, ·), then

F (x, y) =

∫ x

−∞

∫ y

−∞
f(s, t)dtds .

This is a special case of the formula for P ((X,Y ) ∈ A) with
A = (−∞, x)× (−∞, y).

∂2F (x, y)

∂x∂y
= f(x, y)

at points (x, y) where f(·, ·) is continuous.

Informal interpretation of joint pdf

Let A be a very small rectangle with sides of length dx and dy
which contains the point (x, y). Then

P ((X,Y ) ∈ A) ≈ f(x, y) dx dy

so long as f is continuous at the point (x, y).



The Mixed Case

If X is discrete and Y is continuous (or the other way around),
I refer to (X,Y ) as “mixed”.

There are formulas for computing probabilities and expected
values in the mixed case. These combine features of the jointly
continuous and jointly discrete cases. The formulas are fairly
intuitive. We won’t cover them in detail, but they are used in
a later example and one exercise (I think).






































