
TEST #1

STA 4853 Name:

March 4, 2020

Please read the following directions.
DO NOT TURN THE PAGE UNTIL INSTRUCTED TO DO SO

Directions

• This exam is closed book and closed notes.

• There are 35 multiple choice questions.

• Circle the single best answer for each multiple choice question. Your choice
should be made clearly.

• Always circle the correct response. (Sometimes the question has an
empty blank or a box, but this is NOT where the answer goes.)

• There is no penalty for guessing.

• The exam has 13 pages.

• Each question is worth equal credit.
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Suppose you are given data consisting of a time series z1, z2, z3, . . . , z113, z114 of length 114. Using
all of this data, you construct the plot of zt versus zt−5 (z lagged by 5) given below.
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Problem 1. What is the number of points displayed in this plot?

a) 117 b) 116 c) 115 d) 114 e) 113 f) 112 g) 111

h) 110 i) 109 j) 108 k) 107 l) 106 m) 105 n) 104

Problem 2. For the time series zt, the value of r5, the sample autocorrelation at lag 5, will be
.

a) between 20 and 80 b) between 20 and 50

c) between 50 and 80 d) between 0 and .5

e) between .5 and 1 f) between –80 and –20

g) between –1 and 0 h) between 0 and 1

Problem 3. The values of AIC and SBC (also called BIC) are used to compare different ARMA
models for a time series. The quantities AIC and SBC depend on the likelihood L, the number
of estimated parameters k, and the number of residuals n (which is often equal to the length of
the time series). Both AIC and SBC contain a penalty term which penalizes model complexity.
In SBC, this penalty term multiplies the number of estimated parameters by .

a) ln(L) b) −2 c) ln(n) d) 2

e) n f) L g) k h) ln(k)
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Problem 4. Let ε1, ε2, . . . , εn denote the regression errors. SAS displays two different p-values
for the Durbin-Watson statistic DW . One of them is P (DW < DWobserved). If this p-value is
small, you reject the null hypothesis H0 in favor of the alternative that ε1, ε2, . . . , εn .

a) are independent b) are white noise

c) display positive serial correlation d) display negative serial correlation

e) have increasing mean f) have decreasing mean

g) have increasing variance h) have decreasing variance

Problem 5. Suppose that

zt = C + φ1zt−1 + φ2zt−2 + at − θ1at−1

is a stationary process with mean µz. Then the mean centered process z̃t = zt − µz satisfies
.

a) z̃t = C + φ1zt−1 + φ2zt−2 + ãt − θ1ãt−1 b) z̃t = C + φ1z̃t−1 + φ2z̃t−2 + ãt − θ1ãt−1
c) z̃t = C/(1− φ1 − φ2) d) z̃t = C/(1− φ1 − φ2 + θ1)

e) z̃t = φ1zt−1 + φ2zt−2 + ãt − θ1ãt−1 f) z̃t = φ1z̃t−1 + φ2z̃t−2 + at − θ1at−1
g) z̃t = C/(1− φ1 − φ2 − θ1) h) z̃t = C/(1 + φ1 + φ2)

Suppose a1, a2, a3.a4 are random shocks (that is, they are independent N(0, σ2
a) random variables)

and ψ0, ψ1, ψ2 are constants.

Problem 6. What is the value of E[(ψ0a3 + ψ1a2 + ψ2a1)
2]?

a) σ2
a(ψ2

0 + ψ2
1 + ψ2

2) b) σ2
a(ψ0ψ1 + ψ1ψ2) c) σ2

aψ0ψ2

d) 0 e) σ2
a/(1− ψ0 − ψ1 − ψ2) f) σ2

a/(1− ψ2
1)

g) σ2
a/(1− ψ2

0 − ψ2
1 − ψ2

2) h) σ2
a/(1− ψ0ψ1 − ψ1ψ2)

Problem 7. What is the value of E[(ψ0a4 + ψ1a3 + ψ2a2)(ψ0a3 + ψ1a2 + ψ2a1)]?

a) σ2
a(ψ2

0 + ψ2
1 + ψ2

2) b) σ2
a(ψ0ψ1 + ψ1ψ2) c) σ2

aψ0ψ2

d) 0 e) σ2
a/(1− ψ0 − ψ1 − ψ2) f) σ2

a/(1− ψ2
1)

g) σ2
a/(1− ψ2

0 − ψ2
1 − ψ2

2) h) σ2
a/(1− ψ0ψ1 − ψ1ψ2)
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Problem 8. Let zt be a stationary process. For any integer k the autocovariance is defined by
γk = Cov(zt, zt−k) = Cov(zt, zt+k). In terms of the autocovariances, the autocorrelation ρk can be
written as .

a) γk1 b)
γk
γ0

c)
γ0

1− γk
d)

γ0
1− γ2k

e)
γ0

1− γ1 − γ2 − · · · − γk
f)

γ20
1− γ21 − γ22 − · · · − γ2k

g) γk0 h) φ1γk−1

Problem 9. The ACF and PACF plots produced by SAS PROC ARIMA both have bands
about zero marked at two standard errors. For a stationary AR(p) process, after lag p we expect

.

a) all (or nearly all) of the values in the ACF to lie within the band, most of them being well
inside the band

b) the values in the PACF to decay gradually to zero

c) all (or nearly all) of the values in the PACF to lie within the band, most of them being well
inside the band

d) the values in the ACF to have an approximate cutoff to zero.

e) the theoretical ACF to be exactly equal to zero

f) the theoretical PACF to decay gradually to zero

Problem 10. For a stationary AR(3) process .

a) ρ3 6= 0 and ρk = 0 for k > 3

b) the band about the ACF has constant width

c) φ33 6= 0 and φkk = 0 for k > 3

d) the band about the PACF has increasing width

e) the autocovariances satisfy γk = 0 for k > 3

Problem 11. The table following this problem was produced by running the MINIC option
of SAS PROC ARIMA on some time series data. According to this table, one plausibly good
tentative model choice for this time series is .

a) AR(1) b) AR(2) c) AR(3) d) AR(4) e) AR(5)

f) MA(1) g) MA(2) h) MA(3) i) MA(4) j) MA(5)

k) ARMA(0,0) l) ARMA(1,1) m) ARMA(1,2) n) ARMA(2,1) o) ARMA(2,2)
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Problem 12. The log of the Lynx time series exhibits oscillations of a somewhat periodic
nature. Which of the following time series models (with an appropriate choice of parameter
values) is also capable of exhibiting somewhat periodic oscillatory behavior?

a) AR(2) b) MA(2) c) AR(1) d) MA(1) e) random shocks

Problem 13. When φkk = 0, an approximate standard error for the estimated value φ̂kk is
given by s(φ̂kk) = .

a)

(
1 + 2

k−1∑
j=1

r2j

)1/2

n−1/2 b)

(
1 + 2

k−1∑
j=1

r2j

)−1/2
n1/2

c)

∑n
t=2(et − et−1)2∑n

t=1 e
2
t

d)

∑n
t=1 e

2
t∑n

t=2(et − et−1)2

e) n−1/2 f) n1/2 g) 1.96 h) 2× 1.96

Problem 14. When performing a regression analysis of a response variable Y on covariates
X1, X2, . . . , Xp, cases with large values of the Leverage (also known as H) are ones with .

a) unusual values of the covariates

b) large residuals

c) large serial correlation

d) large autocorrelation

e) spikes outside the shaded bands

f) insignificant P -values

g) unusual values of the response variable
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h) a large influence on the estimated parameters and predicted values

Problem 15. If you use SAS PROC REG to perform a regression analysis of a response variable
Y on covariates X1, X2, . . . , Xp, the output will include a table of parameter estimates which gives

an estimated regression parameter β̂i, a standard error SE(β̂i), a t-Value, and a P -value for each
covariate Xi in the model. If the P -value listed for Xi is small, then we will .

a) drop Xi from the model

b) decide that case i is an outlier

c) reject the null hypothesis H0 : βi = 0

d) accept the null hypothesis H0 : βi = 0

e) decide that the residuals are NOT white noise

f) decide that the residuals ARE white noise

Problem 16. Let r1, r2, r3, . . . be the sample autocorrelations of a stationary time series of
length n. The statistic

Q(m) = n(n+ 2)
m∑
k=1

r2k
n− k

is used to test .

a) H0 : φmm = 0 b) H0 : θm = 0

c) H0 : φm = 0 d) the normality of the residuals

e) whether the variance is constant f) whether the ACF is constant

g) H0 : ρ1 = ρ2 = . . . = ρm = 0 h) H0 : ρm = 0

Problem 17. Under the appropriate null hypothesis, the statistic Q(m) defined in the previous
problem will have approximately a .

a) N(0, 1) distribution

b) N(µz, σ
2
z) distribution

c) N(0, σ2
a) distribution

d) t-distribution with n−m− 1 degrees of freedom

e) χ2
m distribution

f) Fm,n distribution

Problem 18. The mean of a stationary ARMA(p, q) process is equal to .

a) σ2
a

q∑
i=0

ψ2
i b) C c) 1 + 2

p−1∑
j=1

r2j

d)
C

1− φ1 − φ2 − · · · − φp

e)
σ2
a

1− φ2
1

f)
∞∑
i=1

ψiat−i
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Problem 19. Suppose a random sample of n individuals has values of X and Y given by
(X1, Y1), (X2, Y2, ), . . . , (Xn, Yn). If the sample correlation r between X and Y is exactly equal to
1, then the n points (X1, Y1), (X2, Y2), . . . , (Xn, Yn) .

a) lie exactly on a line with slope equal to one

b) lie exactly on a line with positive slope

c) are very close to a line with slope exactly equal to one

d) are very close to a line with positive slope

e) are very close to the regression line Y = β0 + β1X + ε

f) lie in a band of constant width centered about zero.

g) lie in a band of constant width centered about one.

Problem 20. Let {at} be a sequence of random shocks. An AR(2) process is defined by
.

a) zt = C + φ1at−1 + φ2at−2 + at

b) zt = C + φ1zt+1 + φ2zt+2 + at

c) zt = C + at − θ1at+1 − θ2at+2

d) z̃t = at − θ1at−1 − θ2at−2
e) z̃t = φ1zt+1 + φ2zt+2 + at

f) z̃t = at − θ1at+1 − θ2at+2

g) zt = C + φ1zt−1 + φ2zt−2 + at

h) zt = C + at − θ1at−1 − θ2at−2

Problem 21. By a process of repeated substitution, a stationary AR(1) process with C = 0
can be written in the form .

a) zt = at −
∑∞

i=1 θizt−i b) zt = at + φ1at−1 + φ2
1at−2

c) zt = at +
∑∞

i=1 φ
i
1zt−i d) zt = at +

∑∞
i=1 φ

i
1at−i

e) zt = at + φ1zt−1 + φ2
1zt−2 f) zt = at − θ1at−1 − θ2at−2

g) zt = at + φ1zt−1 + φ2
1at−2 h) zt = at + θ1zt−1 + θ21at−2

Problem 22. The process zt = 10 + at + .8at−1 − .5at−2 has coefficient values .

a) θ1 = −.8, θ2 = −.5 b) θ1 = −.8, θ2 = .5

c) θ1 = .8, θ2 = −.5 d) θ1 = .8, θ2 = .5

e) φ1 = −.8, φ2 = −.5 f) φ1 = −.8, φ2 = .5

g) φ1 = .8, φ2 = −.5 h) φ1 = .8, φ2 = .5
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Problem 23. Suppose you use OLS (ordinary least squares) to fit a regression model. If the
residuals exhibit strong serial correlation, then

a) your data contains unusual observations which should be deleted

b) the Leverage and Cook’s D values could be far off and should not be relied upon

c) the Error Sum of Squares and R-squared values could be far off and should not be relied
upon

d) the standard errors, t-values, and p-values for the parameter estimates could be far off and
should not be relied upon.

e) the regression model is valid so long as the residuals are normally distributed

f) the regression model is valid so long as the residuals are independent of the covariates

g) the regression model is valid so long as the residuals are normally distributed and independent
of the covariates

Problem 24. In SAS PROC ARIMA, the statement

ESTIMATE P=(3);

results in SAS fitting which of the following models?

a) zt = C + φ3zt−3 + at

b) zt = C + φ1zt−1 + φ2zt−2 + φ3zt−3 + at

c) zt = C + at − θ1zt−1 − θ2zt−2 − θ3zt−3
d) zt = C + at − θ3at−3
e) zt = C + at − θ1at−1 − θ2at−2 − θ3at−3
f) zt = C + φ1zt−1 + φ2zt−2 + φ3zt−3 + at − θ1at−1 − θ2at−2 − θ3at−3

Problem 25. An ARMA(p,q) process is stationary if and only if satisfy the con-
ditions required for a process to be stationary. Circle the response below with the
choices (separated by a semi-colon) which correctly fill in the two blanks.

a) θ1, . . . , θq ; ARMA(q,p)

b) φ1, . . . , φp ; MA(q)

c) θ1, . . . , θq ; MA(q)

d) φ1, . . . , φp ; AR(p)
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Problem 26. For a random shock process, the theoretical ACF

a) will have an exact cutoff after lag 1

b) is non-stationary

c) is independent of future values

d) will have nearly all values within the two standard error band

e) will have an approximate cutoff after lag 1

f) is exactly zero for all nonzero lags

g) decays rapidly to zero

Problem 27. For a stationary AR(1) process

zt = C + φ1zt−1 + at ,

it is true that Var(zt) =

a) Var(C) + φ1Var(zt−1) + Var(at) b) C + φ1Var(zt−1) + Var(at)

c) C2 + φ2
1Var(zt−1) + at d) φ1Var(zt−1) + at

e) φ2
1Var(zt−1) + Var(at) f) φ1Var(zt−1) + Var(at)

g) Var(C) + φ1Var(zt−1) + at h) C + φ1Var(zt−1) + at

Problem 28. If you fit a regression model, and then plot the residuals versus the fitted
(predicted) values, what do you expect to see in this plot (at least roughly) if the regression
assumptions are valid?

a) the residuals form a band which remains centered at zero with a constant vertical width

b) all (or nearly all) of the p-values of the residuals will fall in the band, most of them being
well inside the band

c) the residuals will follow (roughly) a straight line with positive slope

d) the residuals will decay to zero gradually without a cutoff

e) the residuals will display an approximate cutoff to zero after lag p

A data set contains 103 observations and four variables, a response variable Y and three covariates
X1, X2, X3. A regression of Y on X1, X2, X3 has been performed using SAS PROC REG. Some
output is attached to the end of the exam which includes some plots of regression case diagnostics,
and a listing of some of the data and case diagnostics. (Many observations have been omitted to
save space.)

There are three unusual observations in the data.

Problem 29. Two of the three unusual observations have unusual covariate values. What are
these observations? (Fill in the two blanks below with the correct observation numbers.)

Answer: and
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Problem 30. Two of the observations have unusual response values. What are these obser-
vations. (Fill in the two blanks below with the correct observation numbers.)

Answer: and

Problem 31. One of the observations has a much greater effect on the regression model (such
as on the the estimated parameters and predicted values) than the other two. Which observation
is it? (Fill in the single blank below with the correct observation number.)

Answer:

The last page of the exam contains four time series plots. One of these is a realization of a
stationary process, and the other three are realizations of non-stationary processes. For each
series, select the correct description. Each description is used exactly once.

Problem 32. Describe series #1.

a) Stationary

b) Does not have a constant mean

c) Does not have a constant variance

d) Does not have a constant ACF.

Problem 33. Describe series #2.

a) Stationary

b) Does not have a constant mean

c) Does not have a constant variance

d) Does not have a constant ACF.

Problem 34. Describe series #3.

a) Stationary

b) Does not have a constant mean

c) Does not have a constant variance

d) Does not have a constant ACF.

Problem 35. Describe series #4.

a) Stationary

b) Does not have a constant mean

c) Does not have a constant variance

d) Does not have a constant ACF.
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Obs y x1 x2 x3 predict resid cookd leverage rstudent 

17 679 743 484 605 705.670 -26.670 0.00197 0.04381 -0.41341 

18 544 571 595 547 516.278 27.722 0.00049 0.01067 0.42248 

19 597 379 458 822 653.864 -56.864 0.00658 0.03287 -0.87914 

20 668 499 499 768 647.915 20.085 0.00076 0.03052 0.30908 



Obs y x1 x2 x3 predict resid cookd leverage rstudent 

21 317 523 713 393 338.678 -21.678 0.00091 0.03145 -0.33378 

22 457 610 700 418 394.415 62.585 0.00418 0.01778 0.96085 

23 392 576 687 600 454.098 -62.098 0.00556 0.02372 -0.95623 

24 715 929 174 180 914.288 -199.288 0.97399 0.24277 -3.70306 

25 602 301 364 743 679.109 -77.109 0.00994 0.02731 -1.19262 

26 416 620 743 586 417.257 -1.257 0.00000 0.03266 -0.01935 

45 513 418 468 468 540.345 -27.345 0.00160 0.03447 -0.42183 

46 486 513 489 312 507.320 -21.320 0.00178 0.05963 -0.33316 

47 581 331 452 693 595.665 -14.665 0.00030 0.02300 -0.22475 

48 230 217 876 870 230.119 -0.119 0.00000 0.18723 -0.00200 

49 535 700 669 523 494.716 40.284 0.00214 0.02174 0.61803 

50 587 735 591 399 536.568 50.432 0.00332 0.02157 0.77450 

51 404 713 768 356 354.641 49.359 0.00358 0.02419 0.75895 

52 694 356 424 913 705.843 -11.843 0.00047 0.05161 -0.18420 

53 245 636 706 322 367.001 -122.001 0.02494 0.02737 -1.90793 

54 663 249 231 669 751.572 -88.572 0.02849 0.05588 -1.39412 

55 168 999 999 100 177.927 -9.927 0.00056 0.08268 -0.15698 

80 324 600 835 379 256.319 67.681 0.01106 0.03855 1.05123 

81 584 647 571 489 549.090 34.910 0.00092 0.01270 0.53286 

82 733 566 372 713 770.174 -37.174 0.00274 0.03207 -0.57320 

83 798 544 551 541 542.534 255.466 0.03778 0.00980 4.22771 

84 531 798 681 290 444.749 86.251 0.01432 0.03119 1.33917 

85 778 322 249 720 782.711 -4.711 0.00005 0.03690 -0.07270 

86 956 364 211 798 860.437 95.563 0.02413 0.04188 1.49532 

87 483 458 586 706 532.227 -49.227 0.00363 0.02458 -0.75706 

88 503 631 641 424 457.812 45.188 0.00172 0.01411 0.69090 
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