


































This does not involve p which proves that T is a sufficient
statistic for p.

Note: The conditional probability is the same for any sequence
x = (x1, . . . , xn) with t 1’s and n − t 0’s. There are

(
n
t

)
such

sequences.

Summary: Given T = X1 + · · ·+ Xn = t, all possible sequences
of t 1’s and n− t 0’s are equally likely.

Algorithm for generating from L(X1, . . . , Xn |T = t):

Put t 1’s and n− t 0’s in an urn.

Draw them out one by one (without replacement) until
the urn is empty.

This makes all possible sequences equally likely. (Think about
it!)

The resulting sequence (X∗1, . . . , X∗n) (the fake data) has the
same value of the sufficient statistic as (X1, . . . , Xn):∑

i

X∗i = t =
∑

i

Xi .





Example: Application of Factorization Criterion to random
sample from Poisson distribution.

X = (X1, . . . , Xn), iid Poisson(λ).

Joint pmf is

f(x |λ) = f(x1, . . . , xn |λ)

=
n∏
i=1

λxi e−λ

xi!
=
λ
∑

i
xi e−nλ∏
i xi!

=
(
λ
∑

i
xie−nλ

)( 1∏
i xi!

)
= g(T (x) |λ)h(x) where

T (x) =
∑

i xi , g(t |λ) = λte−nλ , h(x) =
1∏
i xi!

.

Thus (by FC) T (X) =
∑

iXi is a sufficient statistic for λ.

This is much easier than proving sufficiency directly from the
definition.


