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Example . Simple Linear Rejress*ioh
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Continuation of Simple Linear Regression Example:
What if the variance o2 is unknown?

Now 0 = (8o, B81,02) and © = R? x (0, c0).

(Change o3 to o2 in earlier formulas to indicate this.)
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Now exp {— 5

on 6

> xf} is not a function of z, but depends also

So we now factor the joint density as

f(z]0)
— [(2%02)_n/2 exp {— 2%‘2 <Z a:ZQ — 200 Z x; — 201 Z 2T
+ Z(ﬁo + 51%)2) H -1
— g (ZZ CC,LQ,ZZ xiazi Zixi7607ﬁ1702> h(x)
= g(T(=),0)h(x)
where

T(x) — (ZZ x@'27 ZZ Li, Zz zzwz) — (t17 t27 t3)
g(t,0) = (27T02)_n/2 exp {— 2%‘2 (t1 — 200tz — 281t3
+>°.(Bo + B12:)?) } .

According to the FC, T(X) = (>, X2, Y, Xi, Y, z:X;) is a suffi-
cient statistic for 8 = (B9, 81, 02).



Discussion:
We have described two models.

The model with 02 known (i.e., 0? = 03) can be regarded as a
subset of the model where o2 is unknown.

@1:{(,80,61,0‘2) . —O'O}—RQX{O'
@2 = {(fo, B1,02) : 02 >0} = R? x (0, 50).
©1 C ©s.

The sufficient statistics we found for these two models were
different:

= (Zz Xi?Zz’ ZZXZ) is SS for ©1.
o = (Z X Zl Xi?Zz’ Z@'XZ'> is SS for @2.

Note: 715 is also a SS for ©1, but it is not “minimal”. This is
discussed shortly.



