










Remarks:

The statistic T (X) in the Theorem is called the natural suffi-
cient statistic.

η = (η1, . . . , ηk) ≡ (w1(θ), . . . , wk(θ)) is called the natural param-
eter of the exponential family.

Condition (b) is the “open set condition” (OSC).

The OSC is easily verified by inspection.

Let A ⊂ Rk.

A contains an open set in Rk iff A contains a k-dimensional
ball. That is, ∃x ∈ Rk and r > 0 such that B(x, r) ⊂ A.
Here B(x, r) denotes the ball of radius r about x.

Let A ⊂ R (take k = 1).

A contains an open set in R iff A contains an interval.
That is, ∃ c < d such that (c, d) ⊂ A.

Facts:

1. Under weak conditions which are almost always true a
complete sufficient statistic is also minimal.

Abbreviation: CSS ⇒ MSS.

(But MSS 6⇒ CSS as we saw earlier.)

2. A one-to-one function of a CSS is also a CSS. (See later
remarks.)

(Reminder: A 1-1 function of an MSS is also an MSS.)



Example:

The N(θ,1) family is a 1pef with w(θ) = θ, t(x) = x.

Let X = (X1, . . . , Xn) iid N(θ,1).

T (X) =
∑n

i=1Xi is the natural SS. (It is a SS for any Θ.)

Is T complete? That depends on Θ.

• Θ = R: Yes. (OSC holds)

• Θ = [.01, .02]: Yes. (OSC holds)

• Θ = (1,2) ∪ {4,7}: Yes. (OSC holds)

• Θ = Z (the integers): OSC fails so Theorem says nothing.
But can show it is not complete.

• Θ = {1,1/2,1/3,1/4, . . .}: OSC fails so Theorem says
nothing. Yes or no? Don’t know.

• Θ = Cantor Set: Ditto, but would bet money it is com-
plete.

• Θ = finite set: OSC fails so Theorem says nothing. But
can show it is not complete.

Remark: In general, it is typically true that if Θ is finite and
the support of T = T (X) is infinite, then T is not complete.



Example:

The N(µ, σ2) family with θ = (µ, σ2) is a 2pef with

w(θ) =

(
µ

σ2
,
−1

2σ2

)
, t(x) = (x, x2).

Let X = (X1, . . . , Xn) iid N(θ,1).

T (X) =
(∑n

i=1Xi,
∑n

i=1X
2
i

)
is the natural SS. (It is a SS for

any Θ.)

T (X) is a one-to-one function of U(X) = (x̄, s2).

So T is CSS iff U is CSS.

Is T (or U) complete? That depends on Θ.

• Θ1 = {(µ, σ2) : σ2 > 0}. OSC holds. Yes, complete.

• Θ2 = {(µ, σ2) : σ2 = σ2
0}. OSC fails. Thm says nothing.

No, not complete.

Proof: Eg(U) = E(s2 − σ2
0) = σ2 − σ2

0 = 0 for all θ ∈ Θ2.

• Θ3 = {(µ, σ2) : µ = µ0, σ2 > 0}. Ditto.

Proof: Eg(U) = E(x̄− µ0) = µ− µ0 = 0 for all θ ∈ Θ3.

• Θ4 = {(µ, σ2) : µ = σ2, σ2 > 0}. Ditto.

Proof: Eg(U) = E(x̄− s2) = µ− σ2 = 0 for all θ ∈ Θ4.



(Note: It is more natural to describe the families Θ2, Θ3,
Θ4 as 1pef’s. If you do this, you get different natural
sufficient statistics, which turn out to be complete.)

• Θ5 = {(µ, σ2) : µ2 = σ2, σ2 > 0}. Ditto.

Proof: homework.

• Θ6 = [1,3]× [4,6]. OSC holds. Yes, complete.

• Θ7 = Θ6 ∪ {(5,1), (4,2)}. OSC holds. Yes, complete.

• Θ8 = complicated wavy curve. OSC fails. Thm says
nothing. (Probably complete, but hard to say.)








