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Part 1.  Covariance

1.1.  [4 pts.]  Var(X+Y)  =  Var(X) + Var(Y) + c Cov(X,Y).    c =  ?  ___2____

1.2.  [4 pts.]  Var(X-Y)  =  Var(X) + Var(Y) + c Cov(X,Y).    c  =  ?   __ -2_____

1.3.   [4 pts.]  Cov(X+Y,X-Y)  =  Var(X) + cVar(Y).    c   =  ?    ___-1____

1.4. [4 pts.]    Cov(X,Y)  =  c [Var(X+Y) - Var(X-Y)] .    c  =  ?    __1/4_______

1.5. [4 pts.]  Var(2X+3Y)  =  aVar(X) + bVar(Y) + cCov(X,Y).  

a = ? _4__    b = ? _9 __   c = ? _12___

1.6.  [5 pts.]  Let     =  Cov(X,Y)/Var(X).   Cov(X, Y -  X)  =  ?  ___ zero _______________

Comment.  The residual variable is uncorrelated with the response variable.  

Part 2.  Conditional Distribution in a Bivariate Normal Distribution

Suppose  H  and  W  are jointly normally distributed, with parameters H = 68", H = 3.0", W = 165 lbs., W = 20 lbs. ,  HW  =  +.6.  

2.1.  [6 pts.]  What is the covariance of H and W?   HW      =  (+.6)(3.0)(20)  =  +36.0  lb.inches 
2.2.  a) [6 pts.] What is the conditional mean of W, given that H = h ?    W = HW  /     =  +36.0/9.00  =  4 lbs./in.;   W.H    =  W - W.H H  =  165  -  4(68)  =  - 107 lbs. ;   

E[W | H = h  ]  =   W.H     W.H h   =  4h - 107  lbs.

b)  [6 pts.] What is the value of this for  h = 70" ?  This is   4(70) - 107  =  173 lbs.     

2.3. [7 pts.] What is the conditional variance of W, given that H = h  ?  

Var(W | H)  =  Var(W)(1-HW2 )  =  (2)( 1 - .62)  = 400(1-.36) = 400(.64) = 256.0  lbs.2
Comments.  (i)  The standard deviation of W given H is thus  16 lbs. (ii) The conditional variance is independent of  h, i.e., the same for all  h.  

Part 3.   Testing the Mean of a Multivariate Normal Distribution 

     
A random sample of n = 16 observations is drawn from a bivariate normal distribution.  It is known that Var(X)  = 9, Var(Y)  = 64, and Cov(X,Y)  =  -12.   The mean of X, E(X) , and the mean of Y, E(Y) , are unknown.  The sample means are 2 for X and 4 for Y.

 Make a two-tailed test of the hypothesis that the true mean of X is 3, as follows.

3.1. [3 pts.]   What is the value of  z  for this test ?

SD(X) = 3, so  z  =  (2-3)/(3/161/2)  =  (-1)/.75  =  -1.33.

3.2. [3 pts.]  What is the achieved level of significance (p-value)?

p-val. = 2(.0918)  =  .1836  > .10 > .05 > .01 

Make a two-tailed test of the hypothesis that the true mean of Y is 3, as follows.

3.3.   [3 pts.]  What is the value of  z  for this test ?

SD(Y)  =  8,  so  z  =  (4-3)/(8/161/2)  =  (+1)/2.00  =  +0.50

3.4.   [3 pts.] What is the achieved level of significance (p-value)?

p-val. = 2(.3085)  =  .6170  > .10 > .05 > .01

      The sample mean vector is (2,4)'.  Test the  hypothesis that the true mean vector is (3,3)'. The test statistic is the squared statistical distance, D2,  between the sample mean vector and  (3,3)', in the metric of the covariance matrix of the sample mean vector.  Make  the test, as follows.

3.5.  [4 pts.] Begin by computing the inverse of the covariance matrix of (X,Y).   

det   =  (9)(64) - (-12)2  =   576-144  =  432 ; detdetdet

3.6.   [5 pts.] Compute the value of D2.    

D-sq  =  n(-1  +1) (-1 +1)'  =  16(1/432)[(64)(-12) + 2(12)(-1)(+1) + (9)(+12)  =  (16/432)(64-24+9) = (16/432)(49), or about 1.8148.  

3.7.   [4 pts.]  When the hypothesis is true, the distribution of   D2   is chi-square with two degrees of freedom.  It can  be shown that the p-value (achieved level of significance)   exp(-v/2),  where  v  is the   value of   D2  from the sample.    Find the  p-value.

p-val.  =  exp(-1.8148/2) or about .4036 .  

Part 4.  Structural Equation Modeling:  Single‑Factor Model 
Suppose




X  =  .8 F  +  U

and




Y  =  .6 F  +  V,

where  Var(F) = 1, Var(U) = 0.36,   Var(V) =  0.64,   Corr(U,V) = 0, Corr(F,U) = 0, and Corr(F,V) = 0.

4.1.   [5 pts.]   What is  the covariance of  X  and  Y ?  

  Cov(X,Y)  =  Cov(.8F+U,.9F+V)  =  .8(.6)Var(F)  =  .48(1)  =  +.48

4.2. [5 pts.]  What is  SD(X) ?   

SOLUTION:  

Var(X)  =  Var(.8F + U)  =  Var(.8F) + Var(U) + 2Cov(.8F, U)  =  .64(1) + 0.36   =  1.00;  

SD(X) =1   

4.3. [5 pts.]   What is  SD(Y) ?  

SOLUTION:  

Var(Y)  =  Var(.6F + U)  =  Var(.6F) + Var(U) + 2Cov(.6F, U)  =  .36(1) + 0.64 + 0 = 1.; 

SD(Y) = 1.

4.4. [5 pts.]   What is  Corr(X,Y)  =  ?  

SOLN:  Corr(X,Y)  =  Cov(X,Y)/[SD(X)SD(Y)]  =  +.48/[(1.)(1.)]  =  +.48  

4.5.  [5 pts.]  What is the partial correlation of  X  and  Y,  adjusting for F ?  (No proof required, just state the answer.)   

ANSWER:   Zero:  That's the idea of the factor model:-- that the factors explain the correlations between the variables.    

Alternatively,  you can, for example, use the formula for partial correlation in terms of the three ordinary correlations and obtain the answer zero.  This is illuminating, in that it shows that in the corresponding path analysis, the path coefficient should be the product of the correlations.  
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