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AN ANALYSIS OF THE REAL INTEREST RATE UNDER REGIME SHIFTS 


RenC Garcia and Pierre Perron* 


Abstract-We consider the time series behavior of the U.S. real interest rate 
from 1961 to 1986, using the methodology of Hamilton (198913 by allowing 
three possible regimes affecting both the mean and variance. The results sug- 
gest that the ex-post real interest rate is essentially random with means and 
variances that are different for the periods 1961-1973,1973-1980 and 1980- 
1986. The inflation rate series also shows interesting shifts in both mean and 
variance. Series for the ex-ante real interest rate and expected inflation are 
constructed. Finally. we make clear how our results can ex~la in  some recent 
findings in the lite&ture. 

IS the ex-ante real interest rate constant? The consensus 
among economists is that it is not, although they do not 

agree on the source of its fluctuations: some favor monetary 
policy, others fiscal policy. Empirically, in the United States 
the hypothesis of a constant ex-ante real interest rate is gen- 
erally rejected for most periods, except perhaps the 1953- 
71 period chosen by Fama (1975) to test the efficiency of 
the Treasury bill market.l Recently, Rose (1988) asked an- 
other question: Is the ex-ante real interest rate stable or is it 
characterized by a univariate process with a unit root? For 
many periods and countries, he failed to reject2 the presence 
of an integrated component in the ex-post real interest rate, 
as did Walsh (1987) for various sample periods in the 
United States. 

Potential nonstationarities of the ex-ante real interest rate 
have important implications not only for determining the 
effects of monetary policy or fiscal policy, but also for some 
issues that are central to financial theory. The widely used 
Black-Scholes formula for pricing options is based on an 
assumption of a constant ex-ante real interest rate. Also, as 
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'Mishkin's (1981) thorough study rejects strongly the hypothesis of a con- 

stant real interest rate for both the 1953-1979 and 1931-1952 periods, attrib- 
uting Fama's results to the insufficient variation in the real interest rate over 
the period 1953-1971, as noted previously by Shiller (1980). For the debate 
over the constancy of the real interest rate, see Nelson and Schwert (1977), 
Garbade and Wachtel (1988), and Fama and Gibbons (1982). 

2The results of Rose (1988) have recently been criticized by Gokey (1990). 
He argues that Rose used incorrect inferential procedures. With the correct 
procedures, he shows that both the nominal interest rate and the inflation rate 
are integrated of order one. Such a result does not imply anything about the 
time series behavior of the real interest rate, which would depend on whether 
or not the inflation rate and the nominal rate are cointegrated. As argued be- 
low, there appears to be no such cointegration (with a unit cointegrating vec- 
tor) since one cannot reject, using standard test procedures, that the ex-post 
real interest rate is integrated. 

argued by Rose (1988), the nonstationarity of the real inter- 
est rate could lead to the rejection of some equilibrium as- 
set pricing such as the CAPM. There-
fore, it seems important to assess if the ex-ante real interest 
rate is constant, at least over some long enough or 
if it exhibits a nOnstat iOnar~ 

To conduct this assessment, our empirical analysis uses the 
ex-post real interest rate, that is the difference between the 
nominal interest rate (i,) and the inflation rate (q),r, = if-n,. 
Except for independent forecast errors, this is equivalent, un- 
der the assumption that agents use available information ef- 
ficiently, to analyzing the ex-ante real interest rate, defined as 
if- x; where x; is the market's expectation of inflation. Our 
goal is to provide a statistical description of the time path of 
the ex-post real interest rate that allows nonstationarity in the 
form of infrequent changes in mean and variance. As noted 
by Perron (1990), such structural changes can be important 
factors in characterizing the ex-post real interest rate. To al- 
low for an arbitrary number of changes occurring at unknown 
times, we use the Markov switching model proposed by 
Hamilton (1989). For the time span covered by our study, 
1961-1986, we show, with two different data sets, that such 
a statistical description is appropriate when three states are 
allowed. The first data set consists of quarterly series 
(1961:l-1986:3) at annual rates drawn from the Citibase data 
bank. It uses the U.S. 90-day Treasury bill rate for the nomi- 
nal interest rate and a quarterly inflation rate series con- 
structed from the U.S. CPI non-seasonally ad j~s t ed .~  We will 
also use for comparative purposes a monthly data set used in 
Mishkin (1990) that covers the period 1961:l-1986:12. The 
major difference is that the inflation rate series is calculated 
from a CPI series with proper adjustments for treating hous- 
ing costs on a rental-equivalence basis throughout the 
ample.^ We concentrate on the quarterly version of this data 
set obtained by extracting the end-of-quarter figures from the 
monthly series. Figures l a  and l b  contain a graph of the vari- 
ous series considered. Since the nominal interest rate series is 
basically the same in both data sets, the difference in the in- 
flation rate series will be directly reflected in the ex-post real 
interest rate series. 

Our results support Fama's original characterization of the 
ex-ante real interest rate as essentially constant with, how- 
ever, the crucial difference that the mean of the series is sub- 
ject to occasional shifts. The endogenously determined shifts 

We also estimated the various models presented below with seasonally ad- 
justed data. The results were qualitatively similar and the conclusions un- 
changed. 

4 T h i ~adjustment for the inflation series was first used in a study by 
Huizinga and Mishkin (1984). The nominal interest rate is the three-month 
Treasury bill rate obtained from the Center for Research in Security Prices 
(CRSP) at the University of Chicago. 

O 1996 by the President and Fellows of Harvard College and the Massachusetts Institute of Technology [ I l l  1 
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( -Citibase --+--Mishkin I 

-Citibase --+--Mishkln I 

in the level of the series occur at the beginning of 1973 and 
in the middle of 1981. This characterization of the ex-ante 
real interest rate contrasts with Huizinga and Mishkin's 
(1986) study which identifies October 1979 and October 
1982 as shifts in the ex-ante real interest rate to argue that 
monetary policy has important effects on this variable, since 
these dates correspond to the well-documented changes in the 
Federal Reserve's operating procedures. The dates of our 
shifts are more in line with the sudden jump in oil prices in 
1973 and with the rise of the federal budget deficit in the later 
part of 1981 and the beginning of 1982. Moreover, we argue 
that it is precisely because of these shifts that the unit root 
hypothesis could not be rejected in the various tests per- 
formed by Walsh (1987) and Rose (1988). 

The three-state specification selected for the ex-post real 
interest series is obtained after a thorough testing procedure. 
The identification of the number of regimes in Markov 
switching models cannot be done through the usual likeli- 
hood ratio, Lagrange multiplier, or Wald tests since their as- 
ymptotic distribution is non-standard. Although some partial 
results are available (Hansen (1992), Garcia (1992)), no gen- 

eral solution exists to this testing problem. We therefore use 
a battery of tests that address the problem in various ways. 
All tests concur in selecting the three-state specification. 

Although the endogenously dated shifts can be given an 
economic interpretation by associating them with coinciding 
economic events, our statistical characterization of the ex- 
post real interest rate series should not be interpreted as a 
structural model whereby policy makers could manipulate 
real interest rates over long periods. It could be viewed, 
however, as a reduced form equation coming from the first- 
order condition of an equilibrium asset pricing model. For 
example, Bonomo and Garcia (1991) propose an exchange 
economy asset pricing model in which the exogenously de- 
termined endowment process represented by real consump- 
tion growth follows a three state Markov switching model. 
In such a model, the equilibrium real interest rate is also 
characterized by a three state process. Shocks to the real 
consumption growth rate coming from either the monetary 
side, through inflation, or the fiscal side, through nominal 
consumption, are therefore transmitted to the real interest 
rate, and it is such stylized features that our characterization 
is trying to capture. 

Since our results imply a Markov switching model with 
transition probabilities near the boundaries, with each state 
occurring only once in all series analyzed, they should not be 
viewed, from a statistical perspective, as providing a model 
of the ex-post real rate that would be particularly appropriate 
for medium- and long-term forecasting. They indicate the 
presence of three segments with different means, but the pos- 
sible appearance of a fourth or fifth "regime" in the future 
cannot be ruled out. The results provide, however, an ex-post 
characterization of the statistical properties of the real rate 
that could be useful in directing attention to specific classes 
of models for future research, such as models involving a 
noise component with mean and variance shifting at random 
times and with a random magnitude of change. In brief, our 
results allow us to state a series of facts about the number of 
segments present in the horizon covered, the magnitude of 
the mean and variance in each segment, the nature of the dy- 
namics in the noise component, and the timing of the changes 
in regime, all facts that are helpful in interpreting several re- 
sults already available in the literature. 

Since the ex-post real interest rate is the difference be- 
tween the nominal interest rate and the inflation rate, it is 
informative to identify where the shifts occurred in these 
series using the same Markov switching models. Since 
Hamilton (1988) used a two-state Markov model to charac- 
terize the nominal interest rate,5 we will limit ourselves to 
modeling the inflation rate. Our three-state Markov switch- 

Hamilton (1988) identifies a persistent change in regime in the nominal 
interest rate between October 1979 and October 1982, a period which corre- 
sponds to the changes in the Federal Reserve's operating procedures. We did 
verify that the results obtained with our data sets are very close to Hamilton's 
results. We also estimated a three-regime model for the nominal interest rate 
series. The results (not reported) show an important jump in the mean and 
variance of the series from 1979:4 until 1982:4. 



113 REAL INTEREST RATE UNDER REGIME SHIFTS 

ing model for the inflation rate over the period 1961-1986 
points to some important regime shifts in the mean and the 
variance of the series. Our results show that during the 
1973-1980 period both the mean and the variability of the 
inflation rate were high, supporting Okun's (1971) and 
Friedman's (1977) views. Therefore, our results seem to 
stand in contrast with Engle's (1983) rejection of a link be- 
tween the mean and the variance of inflation using an 
ARCH methodology. 

The paper proceeds as follows. Section I presents the sta- 
tistical methodology used to characterize the ex-post real 
interest rate and the inflation rate, as well as the estimation 
method. Section I1 discusses the estimation results for the 
two models, emphasizing their implications in terms of unit 
root issues and monetary versus fiscal policy effects for the 
ex-post real interest rate, and of the mean-variability debate 
for the inflation rate. Section I11 derives the associated ex- 
ante real interest rate and the expected inflation series. 
Within sample forecasts are also compared to the forecasts 
obtained from a random walk model and a fourth-order 
autoregressive model for the ex-post real interest rate and 
the inflation rate. In section IV, various tests and sensitivity 
analyses are conducted to justify the number of regimes 
specified and to explore the general robustness of the re- 
sults. Section V concludes. Additional technical material on 
the testing procedures is provided in an appendix. 

I. The Model and the Estimation Method 

To describe both the ex-post real interest rate and the in- 
flation rate, we use the following autoregressive specifica- 
tion of order 2: 

where the mean E;L and the standard deviation a of the pro- 
cess depend on the regime at time t, indexed by St, a discrete 
valued variable, and {E,) is a sequence of i.i.d. N(0,l) ran- 
dom variables. Given that Perron (1990) rejects the unit root 
hypothesis for the Citibase quarterly ex-post real interest 
rate allowing for one change in regime in 1980:3, we 
specify that the roots of (1-$,z-$s2) = 0 are outside the unit 
circle. A similar result holds for the Mishkin quarterly real 
interest rate series6 

To make model (1) tractable, the econometrician must 
specify a stochastic process for the variable S,. Hamilton 
(1988, 1989, 1990) proposes to model S, as the outcome of 
an unobserved discrete-time, discrete-state Markov process, 
building on an original idea by Goldfeld and Quandt (1973). 

Using the procedure described in Perron (1990) with a break in 1980:3, the 
t-statistic for a unit root is -7.31 (k=O) allowing a rejection at less than the 1% 
level, with k denoting the number of first differences added in the regression. 
Note that to perform these tests, not all breaks need to be taken into account. 
Taking into consideration the largest one may be sufficient. 

With a three-state, first-order Markov process, where Stcan 
take the values 0, 1or 2; we can write the transition prob- 
ability matrix as: 

L 

where P, = Pr[S, = j I St-,= =i] with ZP,.1for all i. 

The state-dependent means and variances are specified 
linearly as: 

P(S,) = ao + a1S1, + a2S2,, 
(3)

o(St) = Wo + ~ 1 S l t+ ~2S2t ,  

where S ,  takes value 1when S,is equal to i and 0 otherwise. 
The choice for the number of regimes and autoregressive 
parameters is based upon a series of tests presented in sec- 
tion IV. Equation (1) can therefore be written as 

If the sequence of states {S,)from 0 to T were known, it 
would be possible to write the joint conditional log likeli- 
hood function of the sequence {y,) as 

logf (y, ,...,y, I ST,S,-,,...I = 

where 

with 4S,) given by equation (3). Since we do not observe St, 
but only y, from time 0 to T, a way must be found to make 
an optimal inference about the current state based on the 
history of the observed values for y,. This is the idea of the 
non-linear filter proposed by Hamilton. In a recursive fash- 
ion similar to the Kalman filter, it gives as a by-product the 
likelihood function of the y,'s: 

T 


~ ( Y T , " ' , Y ~ )  = f (Y! 1 ~ t - l ~ ~ l - 2 ~ " ' ~ ~ O ) '  (5) 

Hamilton (1989) proposes an algorithm to estimate the 
parameters a, o,$ and pi,given a specified number of 
states. In the three-state case, for the construction of the 
probability structure of the first 2 observations, we use the 
limiting unconditional probabilities for each state to start the 
algorithm. These are given by (Chiang (1980), p. 154): 
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where A,, is the iith cofactor of the matrix A= I-P, with I the 
3x3 identity matrix and P as defined in (2).7As a by-product 
of the algorithm, we also obtain a sequence of joint condi- 
tional probabilities p(S,,S,,,S,21y,,yt.l,. ..,yo), which are the 
probabilities that the series is in state i, j, k (i,j, k = 0, 1, 2) at 
times t, t-1, and t-2, respectively, conditional upon the infor- 
mation available at time t. By summing these joint probabili- 
ties, one can obtain the so-called filter probabilities, which 
are the probabilities of being in state 0, 1, or 2 at time t, given 
the information available at time t. They are given by: 

The filter probabilities provide information about the regime 
in which the series is most likely to be at every point in the 
sample. They are therefore very useful for dating the various 
switches. One can also compute similar probabilities with 
information available at time t+l,  t+2, until T. The prob- 
abilities using the information up to the end of the sample 
are called smoothed probabilities (see Hamilton, 1989) and 
are more accurate since they are based on more information. 
Since in our case the smoothed probabilities and the filter 
probabilities are almost identical, we report only the filter 
probabilities. 

11. Empirical Results and Discussion 

Table 1presents the estimation results for the quarterly 
ex-post real interest rate and the inflation rate for both data 
sets. We discuss primarily the results obtained with the 
Citibase series, and stress the main differences with those 
obtained with the Mishkin data set. 

A. The Ex-Post Real Interest Rate 

To make the discussion of the results easier, we label the 
states as high, middle and low with respect to the value of 
the mean. The parameter cr, then denotes the mean for the 
low state, %+a1 the mean for the middle state, and finally 
ao+a2 the mean for the high state. Correspondingly, wo, 
wo+wl, and wo+02.denote the standard deviations for the 
low, middle, and high states. The filter probabilities, shown 
in figure 2, indicate the probability of being in the different 
states at each point of the sample. The probabilities show 
that the series is in three persistent states over the sample: 
from 1961 to 1973, the series is in the middle state with a 

7To carry out the maximum likelihood estimation of the various models, we 
used the DFP and GRADX methods in the OPT and CONOPT subroutines of 
the GQOPT package. The routine OPT was used for the AR and 2-state mod- 
els, while CONOPT (a routine for optimization under constraints) was used for 
the three-state model. The covariance matrix of the estimates was obtained 
through the OPTMOV option, which gives the numerically computed negative 
inverse of the Hessian of the log-likelihood function evaluated at the optimum. 

TABLE1.-ESTIMATION 3-STATERESULTS; MODELS 

Real Interest Rate Inflation Rate 

Mishkin Mishkin Mishkin Mishkin 
Citibase (Quarterly)(Monthly) Citibase (Quarterly) (Monthly) 

mean of 1.4%; from 1973 to the middle of 1981, the mean 
is negative (-1.8%) for the Citibase series, while it is close 
to zero (-0.38%) and not significantly different from it 
(standard error of 0.32) for the Mishkin series; finally, from 
mid-1981 until the end of the sample, the mean of the series 
for both data sets is close to 5.5%. 

The dating of the shift in the middle of 1981 is of impor- 
tance in light of the alternative explanations offered for the 
high level of the real interest rate in the eighties. As men- 
tioned by Walsh (1988), two explanations prevail: the first 
attributes the rise in the real interest rate to a restrictive 
monetary policy and identifies the last quarter of 1979 as its 
starting point, the second to current and expected federal 
budget deficits, especially since the 1981-1982 recession. 
The dating provided by the three-regime model points in the 
direction of the second explanation. 

The presence of these shifts in the mean of the ex-post 
real interest rate, and especially the large one in 1981, is 
critical for assessing other properties of the stochastic pro- 
cess describing the real interest rate. As shown by Perron 
(1990), the presence of a regime shift in the mean of a series 
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might make it very difficult to reject the hypothesis of a unit 
root, using conventional procedures, even if the series is 
characterized by i.i.d. innovations around this shifting mean. 
The shifts identified in the series can therefore explain why 
Walsh (1987) and Rose (1988) could not reject the unit root 
in the real rate.8 

Concerning the volatility of the ex-post real interest rate, 
our results show that the variance is about the same in the 
low and high states, but is significantly smaller in the 
middle state. Hence, volatility increases after 1973, irre- 
spective of the level of the real interest rate. The same pat- 
tern carries through to the Mishkin data set, but the variance 
is smaller across regimes. This heteroskedastic behavior of 
the series contrasts with the results obtained by Bollerslev 
(1988) over the period 1951:l-1987:2. He shows, using an 
ARCH methodology, that the ex-post real rate exhibits no 

8Similar results are obtained using our data sets. The Dickey-Fuller (1979) t- 
statistics to test for a unit root are -1.51 (k=3) for the quarterly Citibase series 
(see Perron (1990)); -2.17 (k=2) for the quarterly Mishkin series and -1.85 
(k=8) for the monthly Mishkin series. The procedure followed to select the 
truncation lag parameter k, described in Campbell and Perron (1991), uses a 
test of significance (10% two-tailed t-test) on the coefficient of the last lag in 
the estimated autoregressions. This is performed in a recursive way starting 
with a maximal value k=10 and eliminating lags until the last one is significant. 

significant heteroskedasticity since the stochastic trend in 
variance present in the nominal interest rate and the infla- 
tion rate is common to the two series. It is to be remem- 
bered, however, that his model, like all ARCH models, rests 
on a chosen specification for the conditional mean. His con- 
clusions depend on the autoregressive specification in first 
differences chosen for the nominal interest rate and the in- 
flation rate. This choice is based on the non-rejection of a 
unit root in both series. The same argument made for the 
non-rejection in the ex-post real interest rate can be made 
for the nominal interest rate and the inflation rate if impor- 
tant changes in mean occur in these series during this pe- 
riod. Also, Lamoureux and Lastrapes (1990) showed re- 
cently, based on Monte-Carlo simulations, that GARCH 
measures of persistence in variance can be affected by not 
taking into account structural shifts in the unconditional 
variance. Indeed, in our case, both the mean and the vari- 
ance of the nominal interest rate and the inflation rate ex- 
hibit such structural shifts. 

To conclude the analysis of the real interest rate, it is im- 
portant to note the absence of autocorrelation in the series 
once the shifts in mean and variance have been taken into 
account. The parameters 4, and 4, are both close to zero 
with high standard errors in both data sets. 

These results are of substantial interest in two respects. 
First, they show that the ex-post real interest rate is a ran- 
dom process around a mean which exhibits infrequent but 
important changes. This is in accord with Fama's (1975) 
characterization of the ex-ante real interest rate as a con- 
stant, when viewed within each regime. The i.i.d. process 
for the real interest rate within regime also supports the 
presence of the Fisher effect in each regime, but not over the 
whole sample. Therefore, the movements in the nominal in- 
terest rate contain little information about the movement in 
the real interest rate, an important result for policy purposes. 
To see this, note that the Fisher effect asserts that the coeffi- 
cient b should be 1 in a regression of the form it = c + 
bn;+ur Under this hypothesis this is equivalent to the re- 
quirement that r, = it -n, = c+(n; -n,) + U, = v,, an 
uncorrelated process under the assumption of rational ex- 
pectations. Our results indicate that the real rate is indeed 
uncorrelated within regime and the Fisher effect can be said 
to hold if its definition is extended to allow for infrequent 
changes in the constant c. Second, the results are also of in- 
terest in light of the serial correlation present in the nominal 
interest rate (see Hamilton (1988)) and the inflation rate (to 
be discussed below) even when changes in regimes are ac- 
counted for. This situation is an interesting example of what 
Granger and Lin (1990) label as a conjugate process. A con- 
jugate process describes two series which individually ex- 
hibit a dynamic structure but which add up to white noise. 
The real interest rate being the difference between the nomi- 
nal interest rate and the inflation rate, one can characterize 
the latter two series as being conjugate. 
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In section IV, we conduct various sensitivity analyses to 
test for the robustness of the chosen specification: tests for 
the number of states, split-sample and monthly estimations, 
allowance for different autocorrelation structures in the vari- 
ous states, tests for remaining ARCH effects, and direct tests 
for two structural changes. All tests tend to confirm that the 
ex-post real interest rate series is better described as a ran- 
dom sequence with three different means and two different 
variances. 

B. The Inflation Rate 

For labeling the states, we keep the convention used for 
the ex-post real interest rate. Our results (see table 1and fig- 
ure 3) document that the U.S. inflation rate went from the 
low state starting in 1961 (with a mean of 2.7% and a stan- 
dard deviation of 2.6%) to the high state near the beginning 
of 1973. The mean in this high state is almost 9%, but more 
importantly, the standard deviation is 3.4%, almost three 
times its pre-1973 level. In the early eighties, according to 
the inferred filter probabilities, the series seems to oscillate 
between the middle state and the low state, except at the 
very end of the sample. This uncertainty regarding the pre- 
vailing state in the later part of the sample parallels the de- 
bate among economists and policy makers during that pe- 
riod, some claiming that inflation had subsided, others that 
the threat of high inflation was still present. In this regard, 
note that the mean of the low state is almost identical to the 
pre-1973 level, but that the variance is much higher. 

We mentioned in the introduction that Huizinga and 
Mishkin (1986) identified two shifts in the ex-ante real rate 
which coincided with changes in the Federal Reserve's op- 
erating procedures in October 1979 and October 1982. 
Walsh (1988) argued that the shift in October 1982 was in 
fact due to a shift in the inflation rate process. The filter 
probabilities indicate that the inflation rate switched from 
the high state to the intermediate state (with a probability of 
0.62) precisely in the fourth quarter of 1982, providing 
some support to Walsh's argument. 

For the Mishkin inflation series, the values of the means 
and variances differ from the Citibase series: the means for 
the low, middle and high states are 2.3%,4.1%, and 7.5% re- 
spectively, while the corresponding standard deviations are 
1.5%, 0.7%, and 2.1%. The classification of the points in the 
various states (see figure 3) is also different: after being in the 
low state until 1966, the series goes into the middle state un- 
til 1973, jumps into the high state until 1983 (but with a 0.63 
probability of being in the low state in 1982:4) and alternates 
between the low and middle states until the end of 1986. 

Our results also bring some new evidence in the debate 
over the relationship between the level and the variability of 
inflation. Okun (1971) and Friedman (1977) argue that high 
inflation is costly because it raises inflation variability, gen- 
erating relative price distortions and wealth redistributions 
between creditors and debtors, adding risk in long-term con- 

tracting, and causing other welfare costs associated with a 
high variance of inflation. Okun (1971) and a series of ensu- 
ing studies9 presented some empirical evidence about the 
positive correlation between the mean and the variance of in- 
flation. However, using an ARCH model, Engle (1983) did 
not find any significant correlation between the level of infla- 
tion in one period and the variance of unanticipated inflation 
in the next period. Recently, Ball and Cecchetti (1990) at- 
tempted a reconciliation of the conflicting evidence by draw- 
ing the distinction between short-term and long-term infla- 
tion uncertainty (variance of unanticipated changes in infla- 
tion). Their main result is that the level of inflation has a 
stronger effect on inflation uncertainty at long horizons. This 
is what the earlier studies had measured, while Engle (1983) 
measured the short-term effect of the level of inflation on in- 
flation uncertainty. Our results in both data sets show un- 
equivocally that the high mean state is also the high variance 
state. Moreover, since the probability of staying in the high 
state once it is reached is close to one, it is the long-term ef- 
fect on the variability of inflation that we measure. In that 
sense, we confirm the empirical evidence brought forward 

See Logue and Willett (1976), Foster (1978), Fischer (1981), and Taylor 
(1981) among others. 
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before Engle (1983). To really compare the results of our 
model to Engle's results, we need to construct a one-period 
ahead forecast for the level of inflation. This is done in the 
next section. 

As we argued for the ex-post real interest rate, the pres- 
ence of regime shifts in the inflation rate might explain why 
one cannot reject in general the unit root hypothesis for the 
inflation rate.1° Finally, it should be stressed that, unlike the 
ex-post real interest rate, substantive autocorrelation re- 
mains even after taking the shifts into account. This last re- 
sult supports the claim advanced earlier that the nominal in- 
terest rate and the inflation rate are conjugate processes in 
the sense that each has a noise component that is correlated, 
yet the difference is uncorrelated when structural changes in 
mean are taken into account. 

111. Ex-Ante Real Interest Rate and Expected Inflation 

The ex-ante real interest rate is of utmost importance, since 
it is the rate upon which economic agents base their savings, 
investment, and portfolio decisions. Some authors have in the 
past constructed ex-ante series for the real interest rate, e.g., 
Mishkin (1981) and Antoncic (1986). The recent history is of 
particular interest because of the turbulence experienced in 
the seventies on the inflation front, which is alleged to have 
pushed the ex-ante real interest rate to negative levels, and 
because of the fiscal and monetary policy changes of the 
eighties which are cited as the sources for its high positive 
level (see, e.g., Blanchard and Summers (1984)). 

Using the parameter estimates of the three-state model 
shown in table 1for the two ex-post real rate series, one for 
each data set, and the corresponding inferred probabilities 
graphed in figure 2, we construct two series for the ex-ante 
real rate according to the following formula: 

+$1Cyt - a 0  -a1Pr[St = 1ICytll 
- a 2  Pr[St = 2 ICyl)ll 
+$2Cyt-1 - a 0  - "1 Pr[S,-1 = 1I Cytll 
- a 2  Pr[St-, = 2 I Cyllll, 

(8) 

where {y,) denotes the past and present history of y,. The 
two ex-ante real rate series are shown in figure 4 along with 

'O See Bollerslev (1988) and Gokey (1990). Similar results hold for our 
data set. Using the procedure described in footnote 8, we obtain the follow- 
ing t-statistics for the unit root hypothesis (the 10% critical value being 
-2.57): -2.25 (k=5) for the quarterly Citibase series; -1.82 (k=2) for the quar- 
terly Mishkin series. For the monthly series, a large number of lags is needed 
to make the residual white noise, yet none of the statistics with k greater than 
2 is significant at the 10% level. 
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the corresponding ex-post series. As expected, the ex-post 
real interest rate is much more volatile than the ex-ante real 
interest rate. 

In our model, the ex-ante real interest rate is seen as a 
constant subject to occasional jumps caused by important 
structural events. Both the negativity of the seventies and 
the high positive levels of the eighties are clearly present in 
these point forecasts. The results with the Citibase and 
Mishkin data sets are qualitatively similar, both showing 
that the ex-ante real interest rate is constant for sustained 
periods of time but subject to sudden changes in level. The 
main difference is that the mean in the period 1973-1980 is 
close to zero for the Mishkin data series while it is definitely 
negative for the Citibase data series. 

The smooth behavior of the ex-ante real interest rate con- 
trasts with the series previously constructed based on linear 
models. Antoncic (1986) presents estimates of the ex-ante 
real interest rate for the period 1965-1984. Her results indi- 
cate that the real interest rate was not significantly different 
from zero throughout most of the 1970s, and that it in- 
creased sharply towards the end of 1980 (almost 3% in No- 
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vember 1980 with a peak of 7.12% in March 1982). Al- 
though her estimates fluctuate much more than ours, the 
general conclusions are similar and point to factors other 
than the Federal Reserve policy change to explain the rise in 
the real interest rate in the beginning of the 1980s. 

Using formula (8), we can also construct one-step ahead 
inflation forecasts using the parameter estimates of the 
three-state model and the corresponding filter probabilities. 
The expected inflation series for the two data sets are shown 
in figure 5. Given this series for expected inflation, we can 
test directly if the inflation rate explains the variance of un- 
anticipated inflation in the next period, and compare our re- 
sults to Engle's (1983). To do so, we estimate the following 
regression: 

where fe denotes the forecast error based on the three-state 
Markov model and nthe rate of inflation. The hypothesis to 
test is P1=O.The values of PI obtained for the Citibase and 
Mishkin series are 0.29 and 0.71, respectively, with t-values 
of 1.86 and 2.16. Our evidence for the period 1961-1986 
seems therefore contrary to Engle's results, especially with 
the Mishkin series for which a strong and significant posi- 
tive relationship is found between the level of inflation and 
inflation uncertainty. 

To further assess our real interest rate and inflation rate 
models, we compare their within-sample forecasting ability 
to a simple random walk model and to an AR(4) model in 
terms of the mean-squared error over the entire sample. For 
the real interest rate series, the Markov model yields a mean- 
squared error of 5.58 and 3.36 for the Citibase and Mishkin 
quarterly series, respectively, while the random walk model 
gives values of 8.97 and 5.15, and the AR(4) 5.74 and 3.82. 
For the inflation rate, the corresponding figures for the 
Markov model are 7.20 and 3.36, compared to 8.73 and 4.12 
for the random walk and 6.11 and 3.11 for the AR(4). There- 
fore, this criterion tends to favor the Markov model over the 
random walk and the AR(4) models for the real interest rate, 
but the AR(4) is the winner for the inflation rate. 

IV. Sensitivity Analyses 

In this section, we perform various tests to check for pos- 
sible misspecifications. First, we verify whether the series 
are best characterized by three states, and not by one, two or 
four states. We also estimate the various one, two and three- 
state models at monthly frequencies to check for the robust- 
ness of the specification and coefficient values. The second 
series of tests concerns the autoregressive structure. Since 
we assumed that the autoregressive parameters 4, and $2 

were the same in all three states, we allow these coefficients 
to differ between states. Third, we test for remaining ARCH 
effects in the residuals from the estimated three-state mod- 
els for both the ex-post real rate and the inflation rate. Fi- 

-Expected ------.Realized 

+Expected ------, Realized 

nally, we present formal statistical procedures to detect the 
presence of two break points at unknown dates in order to 
confirm the existence of two structural changes and the 
dates of their occurrence. 

A. Testing for the Number of States 

In the context of Markov switching models, the usual 
tests (likelihood ratio, Wald, and Lagrange multiplier) do 
not have the standard asymptotic distribution. The problem 
comes from two sources: under the null hypothesis, some 
parameters are not identified and the scores are identically 
zero. To clarify these two irregularities, let us take the case 
where the null hypothesis is a linear model and the alterna- 
tive hypothesis a two-state homoskedastic Markov switch- 
ing model. The null hypothesis can be expressed as {a,=O). 
To see the problem of unidentified parameters under the 
null, note that if {al=O), the transition probability parameter 
p is unidentified since any value between 0 and 1will leave 
the likelihood function unchanged. As for the problem of 
identically zero scores, note that if (p=l),  the scores with 
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respect top, q and a, will be identically zero and the asymp- 
totic information matrix will be singular. Hansen (1992) 
proposes a bound test that addresses these problems, and 
Garcia (1992) derives analytically the asymptotic null distri- 
butions of the likelihood ratio test for some two-state 
Markov switching models. However, none of the computed 
critical values apply strictly to the linear models considered 
as the null hypothesis below, such as an AR(4). For Markov 
switching models with more than two states, no critical val- 
ues currently exist. 

We must therefore rely on different tests that try to over- 
come these problems. The first two, the Davies (1987) 
bound test and the Gallant (1977) test, described in the ap- 
pendix, start with the idea of giving a range of values to the 
parameters under the alternative hypothesis, thus avoiding 
the problems of estimating them, and construct some statis- 
tics based on the value of the objective function obtained 
with these given parameter values. For the Davies test, one 
obtains an upper bound for the significance level of the like- 
lihood ratio statistic under the null hypothesis consisting of 
the model with the lower number of states. Gallant's proce- 
dure, suggested by Hamilton (1990) but to our knowledge 
never applied, consists of calculating the estimated values of 
the dependent variable associated with given values of the 
unidentified parameters. These constructed variables (or a 
few principal components) are added to the model with the 
lower number of states and their significance is judged ac- 
cording to an F-test. 

Finally, contrary to the previous approach, one might still 
decide to estimate the model with the larger number of 
states and run tests for non-nested models (Davidson and 
MacKinnon (1981)). We apply the so-called J-test which 
uses a t-test on 6 in the regression: 

where f,(P) represents, in our case, the forecast of y, based 
on a model with the lower number of states and repre-
sents the forecast of y, obtained by using the estimated 
model with the larger number of states. 

1. Test Resultsfor the Ex-post Real Interest Rate: To as- 
sess whether the ex-post real interest rate is best character- 
ized by a three-regime'model, we follow a progressive esti- 
mation and testing procedure starting with a one-state 
autoregressive specification and building up to a test for the 
possible presence of four states. In the one-state model, 
based on an analysis of the estimated residuals for remain- 
ing serial correlation, we opt for an AR(4). Over the sample, 
the series exhibits a relatively high persistence, the sum of 
the autoregressive coefficients being 0.871. 

In the next step, we estimate and test a two-state Markov ., 
model with state-dependent means and variances. The esti- 
mation the presence of a number of local 'ptima, a 
likely indication of misspecification. Although some of the 

local optima seem to correspond to important economic 
events such as the change in the Federal Reserve operating 
procedures between the end of 1979 and 1982 or the rise in 
inflation in 1973, the global minimum does not have any 
ready economic interpretation. The transition probabilities 
are noticeably smaller, and the filter probabilities identify all 
the extreme points as belonging to state 1by attributing to 
that state a very large variance. As documented in Boldin 
(1989), this feature may result from the presence of a large 
autoregressive order. Boldin shows that a series generated 
by a two-state Markov model can be mistaken for an AR(1) 
process if only one state is allowed. Going one step further, 
it could also be the case that significant autoregressive terms 
in a two-state model are due to the fact that a three-state 
model is correct. In small samples, spurious autoregressive 
terms can appear, since the algorithm will artificially in- 
crease the value of the function by changing states fre- 
quently to closely follow the ups and downs in the series. 
One diagnostic of this problem is to look at the value of the 
transition probabilities p and q which fall in our case to 
0.246 and 0.446. This spurious effect seems to be supported 
by the fact that in a model with 2 states and 2 lags, the glo- 
bal minimum is now associated with high transition prob- 
abilities (persistent states) and the filter probabilities point 
to a change in the third quarter of 1973, the series remain- 
ing in this highly variable state until the end of the sample. 

These results seem to indicate a misspecification of the 
two-state, four-lag Markov model, but more likely in the di- 
rection of a three-state model since all model selection tests 
favor the two-state model over the AR(4) (see table 2). The 
quick rule for the Davies test (see appendix A) leads to a 
probability close to zero (-0.3%) for the likelihood ratio test 
statistic to be greater than 17.53. The Gallant test was calcu- 
lated by adding to the one-state AR(4) model the fitted value 
of the dependent variable based on a two-state model with 
values of the parameters drawn randomly.ll We repeat the 
procedure four times and compute each time the corre- 
spondingp-value. We then compute the p-value of this mul- 
tiple test by a = ,,,,,(5-j)P,, where P,, ..., P4 are the 
ordered p-values corresponding to the four tests, based on 
Hochberg's (1988) inequality related to multiple hypothesis 
testing. The test strongly rejects the null hypothesis of a 
fourth order autoregression with a single regime. The J-test 
was calculated using the parameter estimates from the 
model corresponding to one of the local minima to construct 

We generated the means a according to a normal distribution with mean p 
and standard deviation vw, where p was drawn from a uniform distribution 
over a certain interval and 0from a gamma distribution, v being a scaling fac- 
tor. For example, for the Citibase real interest rate 1versus 2 states test, we 
drew h a n d y ,  uniformly over the interval (-0.5,1.9) and (1.9,4.3) respectively, 
i.e., between the mean of the series minus or plus one standard deviation for the 
low mean state and the high mean state. Then and a, were drawn from two 
normal distributions, N ( h ,  0 . 1 ~ ~ )  and N(p,, 0.10,) respectively, where wo and 
w1 are Gamma deviates of integer order 2, scaled by the factors 0.35and 0.7 re-
spectively. The m so generated served also for the standard deviations in the 
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the variable in (10). The estimate of the associated coef- 
ficient 6 is 0.998 with a standard error of 0.03, therefore 
concurring with the rejection of the two other tests. 

We also estimated the two-state Markov specification for 
the Mishkin series at both quarterly and monthly12 frequen- 
cies, and tested it against the AR(4) specification. The results 
generally confirm the rejection of the AR(4) linear model.13 

Given the results obtained with the two-state model with 
four autoregressive parameters, one might suspect the pres- 
ence of a third regime. As a step to assert the presence of 
such a third state, we split the sample into two subsamples: 
1961:l-1979:4 and 1973:l-1986:3 and run the two-state al- 
gorithm for each subsample. The results are shown in table 
3. For the Citibase series, both subsamples exhibit two per- 
sistent states. In the first, the mean turns negative (-2%) 
starting in 1973 until the end of the subsample with an asso- 
ciated higher variance. In the second subsample, the mean 
rises from -1.8% for the period 1973:l-1979:4 to 5% from 
1980:l until the end of the sample. Note, however, that the 
variance is not significantly different in both states. These 
results are quite close to the previous three-state estimation 
results for both series. Note that the evidence about the pres- 
ence of two regimes in both subsamples might explain the 
difficulty encountered by Walsh (1987) to reject the random 
walk hypothesis over the two subperiods 1961:l-1979:3 
and 1970:l-1985:3. 

Finally, we formally test the two-state, two-lag specifica- 
tion against the three-state, two-lag model. The test results 
are shown in table 2. For the Citibase series, all three tests 
reject the 2-state model against the 3-state alternative. 

For the Mishkin series, the estimation results for the three- 
state model at monthly frequency are very similar except, of 
course, for the autoregressive parameters. The corresponding 
filter probabilities (not reported) locate the jump from a low 
state to a high state at the beginning of 1981, but there is 
more uncertainty about the starting point of the low state 

two states. The probability parameters were drawn uniformly over the (0, l) in-
terval. We limited the autoregressive structure to two lags, the parameters $, 
and $2 being drawn uniformly within the stable triangle (-0.8,0.8). 

'*The monthly estimates should be viewed as  a check for the robustness of 
the quarterly results in terms of the number of states. A more appropriate 
monthly model would include a richer autocorrelation structure, but this 
would increase the number of parameters and the computational burden, 
which is already high in a three-state Markov model with 14 parameters and 
312 observations. 

I3The results for a test of the single-state AR(4) versus a two-state model 
(also shown in table 2) are not as  clear as  with the Citibase data set, since not 
all test statistics reject the hypothesis that the series is characterized by an 
AR(4) model. Since we do not have any assessment of the performance of the 
tests we are using, it might be useful to compare the results we obtained to the 
results we would have obtained had we used the critical values of the likeli- 
hood ratio distribution given in Garcia (1992) for a null hypothesis of a ran- 
dom walk against the alternative of a heteroskedastic two-state Markov 
switching model, even if they do  not apply strictly because of the presence of 
the AR(4) noise structure. The 1% and 5% critical values are 17.38 and 14.11, 
respectively. For the Citibase series, the results would have been the same. 
For the Mishkin series, the Davies test would have given the same results, but 
not the J-test for both the monthly and the quarterly series nor the Gallant test 
for the quarterly series. 

TAEILE 2.-TEST RESULTS REPORTED)(P--VALUES 

Citibase Data Set Mishkin Data Set 

Quarterly Monthly 
(61:l-86:3) (61:l-86:4) (61:l-86:12) 

Ex-post Real Interest Rate; 1 versus 2 states: 

Davies P[LR>17.53]= ,003 P[LR > 6.91 = .25 P[LR>38.5 - .OO 

J-test 6 = 0.998 (.03) 6 = ,998 (.011) 6 = .053 (.046) 

Gallant p-value < .O1 p-value < .O1 p-value < .O1 

Ex-post Real Interest Rate; 2 versus 3 states: 

Davies P[LR>21.04]= ,002 P[LR > 30.621 - .OO P[LR>16.84] = ,013 

J-test 6 = 1.350 (.175) 6 = 1.415 (.136) 6 = 1.476 (.074) 

Gallant p-value < .O1 p-value < .O1 p-value < .O1 

Inflation Rate; 2 versus 3 states: 

Davies P[LR>2.72]- 1.00 P[LR> 5.461 = 0.80 P[LR>10.3] - .17 

J-test 6 = 0.9999 (.0003) 6 = 1.79 (.053) 6 = 1.234 (.275) 

Gallant p-value < .O1 p-value < .O1 p-value < .O1 

(more toward the end of 1973) and there are many switches 
between the low and the middle states until 1981. The test 
results (see table 2) also strongly support the three-state 
specification both for the quarterly and the monthly models.14 

To sum up, the various model selection tests performed on 
the ex-post real interest rate seem to strongly support the 
three-state specification. As a final check of our specification, 
we looked for evidence of a fourth state by applying the three- 
state algorithm to the 1961:l-1979:4 and 1973:l-1986:3 
subsamples of the Citibase series. These experiments pro- 
vided no evidence for the presence of a possible fourth state. 

2. Test Results for the Inflation Rate: For the inflation 
rate, we limit ourselves to estimating and testing the two- 
state model against the three-state model, both at quarterly 
and monthly frequencies. The test results, also shown in 
table 2, are rather mixed. While the Davies quick rule fails 
to reject the two-state model at any significance level, both 
the Gallant test and the J-test strongly favor the three-state 
model. Given our current ignorance about the size and 
power of these different tests, we cannot do much more than 
state the conflicting results. 

Considering the results of the tests, let us comment briefly 
on the two-state estimation results. According to the esti- 
mates of the filter probabilities, both the Citibase and the 
Mishkin series exhibit a switch to a high mean-high vari-
ance state in the third quarter of 1973 which persists until 
the end of the sample. Given this structure, we find the re- 
sults of the three-state model richer and more appealing 
from an economic point of view even if the test results are 

14Since the single-state AR(4) was not always rejected against the two-state 
model for this data set, we also calculated statistics to test the single-state 
AR(4) null hypothesis against a three-state two-lag Markov alternative. The 
results strongly reject the AR(4) specification. 



121 REAL INTEREST RATE UNDER REGIME SHIFTS 

TABLE3.-EST~MAT~ON EX-POST REAL RESULTS; INTEREST RATE, 2-STATE 
MODEL, SPLIT-SAMPLE (STANDARDRESULTS ERRORS IN PARENTHESES) 

Citibase Data Set Mishkin Data Set 

Quarterly Monthly 

61:l-79:4 73:l-86:3 61:l-79.4 73:l-86:4 61:l-79:12 73:l-86:12 

not all conclusive. The monthly estimates with the Mishkin 
data set give a higher mean to the high state, but show the 
same pattern for the variances as the quarterly estimates. 

B. Different Autoregressi Structures in Different Regimes 
for the Real Interest Rate 

In our three-state, two-lag model for the real interest rate, 
we constrained the autoregressive parameters 4, and q52 to be 
identical in all states. In this section we investigate whether 
this assumption is stringent or not by proceeding in two 
ways. First, we specify a Markov model where the auto- 
regressive parameters depend on the states. This model 
(model 1) will have four more parameters than our previous 
specification, for a total of 18. Another approach (model 2) 
consists of adding lagged inflation to the original model 
with fixed autoregressive parameters, since this variable is 
correlated with the real rate as shown by Mishkin (1981). 
Therefore, if the autocorrelation differs between regimes, 
this variable might be able to capture it. The estimation re- 
sults for both models are shown in table 4. 

In model 1, the estimates of the autoregressive parameters 
are not significantly different from zero at conventional levels 
of confidence for both the Citibase and Mishkin series. Note 
that the introduction of these state-dependent autoregressive 
parameters lowers by some 2% the estimates of the means in 
the various states, but does not affect much the estimates of 
the standard deviations or the transition probabilities. 

TABLE4.-ESTIMATION EX-POST INTERESTRESULTS; REAL RATE 
3-STATEMODELS WITH STATE DEPENDENT AUTOREGRESSIVE PARAMETERS 

(MODEL1) AND LAGGED INFLATION AS AN ADDITIONAL VARIABLE (MODEL2) 

Citibase Data Set (61:l-86:3) Mishkin Data Set (61:l-86:4) 

Model 1 Model 2 Model 1 Model 2 

For model 2, the estimates for both the Citibase and the 
Mishkin series are almost identical to those of the model 
without lagged inflation, and the coefficient of this latter 
variable is not significantly different from zero. Based on 
these results, we feel confident that there does not remain 
any significant autocorrelation in the ex-post real interest 
rate once the changes in means and variances have been 
taken into account. The residuals are not, however, white 
noise since there remains some heteroskedasticity due to the 
different variance allowed for each regime. So, a final check 
on the model would be to see if there remains some 
autoregressive conditional heteroskedasticity after this state- 
dependent heteroskedasticity has been accounted for. 
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TABLE5.-TESTS FOR REMAININGARCH EFFECTS; 
EX-POSTREAL RATEINTEREST 

Citibase Data Set (61:l-86:3) Mishkin Data Set (61:l-86:4) 

(1) (2) (1) (2) 

constant 7.79 5.90 3.20 3.10 
(1.28) (1.96) (0.64) (0.89) 

Pr(S,z11@,) -2.06 -1.34 0.32 0.29 
(1.68) (1.78) (0.83) (0.84) 

Pr(S,=21@,) -6.35 4 . 8 3  -2.15 -2.13 
(1.56) (1.97) (0.81) (0.91) 

ezr-l  0.02 -0.07 
(0.11) (0.10) 

ezi-2 -0.04 0.21 
(0.10) (0.10) 

ezr-3 0.17 0.00 
(0.10) (0.10) 

44 0.08 -0.10 
(0.10) (0.10) 

R2 0.165 0.193 0.120 0.166 
F 0.83 1.34 

C. Remaining ARCH Effects 

To assess the presence of any remaining ARCH effects in 
the residuals from the three-state real interest rate model, we 
run two regressions: first, we project the squared residuals 
on the filter probabilities to account for the state-dependent 
heteroskedasticity, then we add to the previous regression a 
fourth-order autoregressive structure for the squared residu- 
als. An F-statistic is computed for the joint significance of 
the lagged squared residuals. The results are shown in table 
5. The value of the F-statistic is 0.83 for the Citibase series 
and 1.34 for the Mishkin series. Therefore, in both cases, 
one cannot reject at conventional levels of confidence the 
absence of any remaining ARCH effects. We can therefore 
conclude that the real interest rate can be characterized as a 
white noise process once the shifts in mean and variances 
are accounted for. Running the same test for the inflation 
rate, we can reject the absence of remaining ARCH effects 
at the 5% level but not at the 1% level. 

D. Direct Tests and Dating of Changes with Two Breaks 

To provide additional evidence about the existence of 
structural changes (and the dates of their occurrences) in the 
level of the ex-post real interest rate and inflation rate series, 
we present formal statistical procedures permitting us to de- 
tect the presence of two break points at unknown dates. The 
test considered extends earlier work by Banerjee, Lumsdaine, 
and Stock (1992) and Andrews (1993) who considered tests 
for a one-time structural change based on the maximal value 
of an appropriate Wald test over all possible break points. The 
OLS regression at the basis of the test is the following: 

where l ( t  >AiT) = 1if t >AiTand 0 otherwise ( i= l ,  2). We 
assume that (A,, 4 )  CA, where 

A = { ( h , , & ) : O < ~ c h ,  < I - € ,  c1-E 

and A, > h, + E } .  
(12) 

Denote by F,(A,, 4 )  the Wald test for testing the hypoth- 
esis that 6, = 6, = 0 for a given pair (A,, 4 ) .  The test con- 
sidered is given by 

b2
-supFT=+ SUP FT(4,A2) 


(49A2)EA 


where b: 'T-'E:~:, and S: is a consistent estimate of the 
so-called long-run variance of the errors. The estimator S: 
considered in the application is that of Andrews (1991) 
which uses the quadratic spectral kernel and an automatic 
procedure to select the bandwidth. We considered two ver- 
sions of this automatic procedure. One is based on an 
AR(1) approximation for the residuals {C,), and the result- 
ing statistic is denoted Sup F(1). The other is based on an 
ARMA(1,l) approximation and the resulting statistic is de- 
noted Sup F(2). Details can be found in Andrews (1991). In 
both cases, the tests are constructed using the OLS residuals 
(2,) evaluated at the pair (A,,h) that maximizes the Wald 
test. The truncation E in (12) is set to 0.05. The limiting dis- 
tribution of the test and the construction of the associated 
critical values are discussed in the appendix. 

The results of the test are shown in the top panel of table 
6. Consider first the case of the ex-post real interest rate. For 
the quarterly series, the results are the same for the Citibase 
or Mishkin series. For both versions of the Sup F test, thep- 
value for the null hypothesis of no structural break is less 
than 1%, indicating a strong rejection. The date of the first 

TABLE6.-TESTS FOR STRUCTURAL WITH TWO BREAKS CHANGES 

Series Tb(1)VL2)  Sup F(l)b p-value Sup F(2) p-value 

Ex-post Real Interest Rate 

Citibase, Quarterly 72:3 80:l 81.90 <.01 83.02 <.01 

Mishkin, Quarterly 72:3 80:l 82.74 <.01 87.52 <.01 

Mishkin, Monthly 72.11 80:9 107.11 <.01 101.07 <.01 

Inflation Rate 

Citihase, Quarterly 72:3 80:4 21.17 .01 15.93 .09 

Mishkin, Quarterly 72:3 81:l 26.39 <.01 21.09 .O1 

Mishkin, Monthly 72:11 81:9 21.90 .01 26.17 <.01 

Asymptotic Critical Values 

1%: 21.94; 2.5%: 19.68; 5%: 17.88; 10%: 15.76 

' % ( I )  and T,(2)are the estimates of the two break dates associated with the pairs (A, ,  A,), which 
maxlmlze the Wald test FAA,,A,). 

The sup F(1) test is constructed using an AR(1) approximation for the errors in calculating 
Andrews (1991) automatic spectral density estimator at frequency 0.The Sup F(2) test uses an ARMA 
(1,l) approximation. 
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change in mean is 1972:3 and the date of the second change 
is 1980: 1.The results for the monthly series are similar with 
the first break located at 1972:11 and the second at 1980:9. 
The rejections of the null hypothesis of no structural change 
and the implied dates for the break lend strong support for 
the results obtained above using the Markov-switching 
methodology. 

For the inflation rate series, the tests show a rejection of 
the null hypothesis of no structural change at the 1% signifi- 
cance level or lower except for the Citibase quarterly series 
using the ARMA(1,l) approximation to construct the auto- 
matic bandwidth. The dates of the first break are, somewhat 
strikingly, exactly the same as those for the ex-post real in- 
terest rate. The dates of the second break tend, however, to 
occur rather later, the estimates ranging from 1980:4 for the 
Citibase quarterly series to 1981:9 for the monthly Mishkin 
series. Though the rejections are less striking than for the 
ex-post real interest rate, the results again corroborate 
strongly those obtained with the Markov switching method- 
ology. For all series, either method suggests convincingly 
the presence of three states occurring each once in the 
sample. 

V. Conclusion 

The presence of a random walk component in the real in- 
terest rate is an important issue, both for public policy con- 
cerns and for its theoretical implications. If the real interest 
rate does not follow a random walk, then shocks to it are 
temporary in nature and there is a tendency for the real in- 
terest rate to revert to some average value. What we have 
shown in this paper is that this average value is subject to 
occasional jumps caused by important structural events. 
One such jump is concomitant with the sudden rise in the oil 
price in 1973. The dating of the second jump in the middle 
of 1981 is more in line with a federal budget deficit expla- 
nation than with the change of monetary policy that oc- 
curred in the end of 1979. Whatever their causes may be, 
these important jumps in the real interest rate series could 
well explain the systematic non-rejection of the random 
walk hypothesis in the recent tests performed by Walsh 
(1987), Bollerslev (1988), and Rose (1988). 

The theoretical implications of the presence of either a 
unit root or a jump in the real interest rate series are impor- 
tant. Rose (1988) explored the implications of a unit root in 
the ex-ante real interest rate on the consumption capital as- 
set pricing model (CCAPM). The CCAPM implies that the 
time series properties of the growth rate of consumption and 
the real interest rate should be similar. Since for the U.S. 
data this is not verified, he questions the validity of the 
CCAPM. The presence of jumps in the real interest rate se- 
ries is also very important for financial theoretical models, 
as demonstrated by Ahn and Thompson (1988). In particu- 
lar, they find that jump diffusion processes in the underlying 
state variables tend to invalidate standard capital asset pric- 

ing models. The evidence we presented for the constancy of 
the ex-ante real interest rate over reasonably lengthy periods 
of time should also be of some comfort to financial theo- 
rists, who are often forced for the sake of model tractability 
to assume that it is constant. 
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APPENDIX 

A. Davies' (1987) Bound Test 

The procedure proposed by Davies applies when a vector y of dimension 
q, contained in some parameter space SZ, is present only under the alternative 
hypothesis. Define the likekihood ratio statistic as a function of y : 

where L,(y,) denotes the likekihood value of the objective function evaluated 
at y,(a given value for y) under the alternative hypothesis, and L,' the maxi- 
mized value obtained under the null hypothesis (where y is not present). Let 
y' be the argmax of L,(y) and denote the likelihood function under the alter- 
native evaluated at y' by L,'. Then 

sup LR(y) E 2(ln L,' - In Ld). 

Y EQ 


Denote by M the empirically observed value of 2(ln L,' - In L,'). Davies de- 
rives the following upper b ~ u n d  for the significance of M: 

where r(.)denotes the gamma function and V is defined as 

where y,, y,, . . . ,y, are the turning points of LR(y). A quick rule is obtained 
upon making the assumption that the likelihood ratio has a single peak. In that 
case V reduces to 2M1I2. Our testing procedure uses this quick rule and esti- 
mates the model under the alternative hypothesis to obtain L,' (and therefore 
M and V) to calculate the significance level. 

B. Gallant's Test Procedure 

Consider the following models under the null and alternative hypotheses: 

Let z, be a given vector of variables which do not depend on unknown pa- 
rameters. If r,, the true value of z, is equal to 0, the least squares estimator of d 
in the following regression: 

is estimating the null vector. Let p = (a,, a , ,  a,, w,, w,, w,,p,,, (i, j = 0,1,2)) 
be the vector of parameters in the three-state model (in the two-state model 
the vector is defirred similarly without a,, w,, andp,,, (i, j = 2)). The Gallant 
procedure applied to determining the number of states in a Markov switching 
model follows four steps: 

i) For a given set of values for p (say m) indexed by i, calculate the fitted 
values j ,  for the model with the larger number of states. 

ii) If the matrix Y E  (y,, ...,ym) is too big, extract a few principal compo- 
nents, say d (or the first few vectors of the orthogonal matrix in a singular 
value decomposition of Y). 

iii) Add these principal components (call them z,, a vector of dimension d)  
to the model with the lower number of states, i.e., estimate (A.3) where the 
function g(x,, li,) represents the model with the lower number of states. 

iv) Compute the following residual sums of squares: 

The likelihood ratio test, with size a ,  rejects the null hypothesis if 

where p is the number of parameters estimated under the null hypothesis, d is 
the dimension of the vector z, and F, denotes the a percentage point of an 
F(d, T-p-s) distributed random variable. 

C. The Limiting Distribution of the Sup F Test 
with l b o  Breaks 

We describe in more detail the two-break Sup-F tes: applied in section 
1V.D. Let R = (r,, r,)', r, = (0,1,0), r, = (0,0,1); f3= ( i ,d1,d2),  the vector of 
OLS estimates from regression ( l l ) ,  X = (XI, X,, X,) with X, = (x,,, ...,x,~) ' ,x,, 
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T 

= 1, x,, = l(t>h,,) and x,, = l(t>h,,). Also 8; = T - I  2: . We then have 
T 

F,(A,,A,) = The test considered is given by: (R~)'[R(x'x)''R'I-'R~/~~. 


supF,=sup F T ( h l , A 2 ) . .  

(AIL,  
We derive the limiting distribution of sup F, under the null hypothesis of no 
structural change allowing substantial heterogeneity and correlation in the 
data. More precisely, under H,, we suppose that: y, = p+v,, where v, satisfies 
the conditions for the application of a functional central limit theorem, 

namely, T - " ' r  v, 3u ~ ( r ) w h e r eW(r) is the unit Wiener process defined 

T 
on C [ 0 , 1 ]and a2= lim,,,T-' E ($),with ST = C v j . We also assume 

ut = E ( V ;  1. j-l 

~ i r n ~ - ~ ~ - ' $  
I 

Under these conditions we have 

o2
Sup&*--SupF=-

u2 
Sup ~ ( h 1 4  

0: ut 
( h l A 2 )  

where 

+[ h 2 ~ ( 1 ) -w(h2) I2  [ h 2 ~ ( h l )- h i ~ ( h ' ) ] ~
~ ( h 1 , h Z )= 

(1-A2 P.2 h,h2(h2 - h l )  

The proof of (A.4) follows standard arguments and is omitted. To provide a sta- 
tistic that is asymptotically free of nuisance parameters, we consider the follow- 
ing rescaled version: 

where 6: = T-';:: is a consistent estimate of u: under the null hypothesis, 

and S,Z is a consistent estimate of a 2. 

To obtain asymptotic critical values, we simulate directly the asymptotic 
distribution expressed in (AS). To that effect, we approximate the Wiener 

[Nrl 
process W(r)by the partial sums N - ' / ' ~ U ~with u, - i.i.d. N(0,l) .  We use 

1 - 1  

N=1,000 steps. The number of replicatick; is 10,000. The critical values ob- 
tained are presented in the bottom panel of table 6. 
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