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"Open book": Use of books and notes was permitted.   110 minutes.   Multiple choices were given for some questions, but work was to be shown.     Four parts, 25 points each. 

Part 1. [25 pts.]   Covariance Matrices

For two variables X and Y, Var(X)   = 4, Var(Y)   = 9, Cov(X,Y)   = 4 .

1.1. [7 pts.]   What is Corr(X,Y)   ? 

(A)   1/9         (B)   1/3       (C)   2/3       (D)   4/9       (E)   5/6 

SOLUTION:    

Corr(X,Y)  =  Cov(X,Y)/[SD(X)SD(Y)]  =  +4/[(41/2)(91/2)  =  +4/[(2)(3)]  =  +2/3
1.2. [8 pts.]     What is the determinant of the covariance matrix of X and Y ? 

(A)   10       (B)   11       (C)   12       (D)   20       (E)   36 

SOLN:   determinant
=   Var(X)Var(Y)  -  [Cov(X,Y)]2  

 


=   (4)(9) - (4)(4)  




=    36     -    16  




=    20

1.3. [10 pts.]   What is the upper right element of the inverse of their covariance matrix? 

(A)   -.4       (B)   -.2       (C)   0       (D)   +.2       (E)   +.4 

SOLN  =  /det =  -4/20  =  -1/5 or -0.2 .



Part 2. [25 pts.]   Joint Distributions: Conditional Distribution of Y given X

Consider the following conditional probability function p(y|x),   where   p(y|x)   = P{Y=y | X=x}. 

	
	
	
	
	Y
	
	

	
	p(y|x)   
	y=1
	y=2
	y=3
	y=4
	y=5

	
	x=1
	.5
	.5
	0
	0
	0

	
	x=2
	.2
	.6
	.2
	0
	0 

	X
	x=3
	0 
	.2 
	.6 
	.2 
	0 

	
	x=4
	0 
	0 
	.2 
	.6 
	.2 

	
	x=5
	0 
	0 
	0 
	.4 
	.6 


2.1. [3 pts.]  What is the conditional mean of Y, given that X = 1? 

(A)   0.5           (B)   1.0           (C)   1.5       (D)   2.0       (E)   2.5 

SOLN:   E[Y|X=1]  =  .5(1) + .5(2) = 1.5

2.2. [3 pts.]  What is the conditional mean of Y, given that X = 2? 

(A)   1           (B)   2           (C)   3       (D)   4       (E)   5 

SOLN:   E[Y|X=2]  =  2, by symmetry.   

              Alternatively,  E[Y|X=2]  =  .2(1) + .6(2) +  .2(3)  =  0.2 + 1.2 + 0.6  =  2.0 .

2.3. [3 pts.]   What is the conditional mean of Y, given that X = 3 ? 

SOLN:   E[Y|X=3]  =  3, by symmetry.   

2.4. [3 pts.]   What is the conditional mean of Y, given that X = 4? 

SOLN:   E[Y|X=4]  =  4, by symmetry.  

2.5. [3 pts.]   What is the conditional mean of Y, given that X = 5 ? 

SOLN:   E[Y|X=5]  =  .4(4) + .6(5)  =  4.6 .  

2.6. [10 pts.]    What is the conditional variance of Y, given that X = 1? 

SOLN:   E[Y|X=1]  =  1.5;  Var[Y|X=1]  =  .5(1-1.5)2    +  .5(2-1.5)2     =  0.25;

Alternatively, this is the variance of a single toss of a fair coin, with Heads coded as 1 and Tails as 0.



Part 3. [25 pts.]   Distribution of Difference of Two Jointly Normal Variables

Suppose that the heights of male/female married couples are jointly normally distributed with these parameters.

     ---------------------------------------------------------

                             female, F      male, M

                             ---------      -------

     mean                       64              68

     standard deviation          2.5             3.0

                                  correlation = +.4

     ---------------------------------------------------------

Compute the probability that the female is taller than the male, using the following steps. 

3.1. [3 pts.]   E(F-M)   = ?

(A)   -5       (B)   -4       (C)   -3       (D)   -2       (E)   -1 

SOLN:  E(F-M)  =  E(F) - E(M)  =  64 - 68  =  -4

3.2. [6 pts.]   Var(F-M)   = ? 

(A)   6.25       (B)   9.25       (C)   12.25       (D)   15.25       (E)   16.00 

SOLN:
Cov(F,M)  =  Corr(F,M)SD(F)SD(M)  =  (+.4)(2.5)(3.0)  =  +3.0;

        
Var(F-M)  =  Var(F)  +  Var(M)  -  2 Cov(F,M)  

                                     =   2.52    +    3.02       -  2 (+3.0)   =  6.25 + 9.00 - 6.00  =  9.25                                       

3.3. [2 pts.]   SD(F-M)   = ?

(A)   2.5       (B)   3.041       (C)   3.5       (D)   4.0       (E)   4.5 

SOLN:   SD(F-M)  =  [Var(F-M)]1/2  =  (9.25)1/2    =  3.041 

3.4. [6 pts.]   P{F-M>0}   = P(Z>?)   

SOLN:   z  =  (x -     =  (0 - (-4))/3.041  =  +1.315

3.5. [6 pts.]   P{F-M > 0}   = ? 

SOLN:   P{F-M > 0 }   =  P(Z > +1.315 }  =  .094  

3.6. [2 pts.]   Pr(F > M)   = ? 

SOLN:  

P{F > M}  =  P{F-M > 0 }   =    .094  



Part 4. [25 pts.]   Estimation

Let   X1, X2, . . . , Xn, be a random sample from N(µ,C). As usual, let the x-bar vector denote  the mean vector and S the sample covariance matrix (unbiased estimate of C). 

4.1. [13 pts.]   Find an unbiased estimator of µµ' that is a function of all n observations. 

SOLN:   Let     =   '  .   The parameter to be estimated,  ,  is a p-by-p matrix.  Now,    C  =  E(X-)(X- )'   =  E(XX')   -   '   =  E(XX')   -  so      =  E(XX')  -  C .  

Then,   unbiased estimator for    =  unbiased estimator for  [E(XX')  -  C]  

  =  unbiased estimator for  E(XX')  -  unbiased estimator for C .

An unbiased estimator for  C  is the usual sample covariance matrix S (the one with divisor  n-1 ).  Now, for any function H( ) which has a mean, an unbiased estimator of  E[H(X)] is clearly  provided by  H(X1):  E[H(X1)]  =  E[H(X)], the parameter to be estimated.  Similarly,  H(X2), H(X3),  … and  H(Xn)  are all unbiased estimators for the parameter  E[H(X)] .    So their mean,  [H(X1) + H(X2) +  H(X3) + . . . +  H(Xn) ]/n  is an even better unbiased estimator for the  parameter  E[H(X)] .    In the present case,    H(X)  =  XX',  and our unbiased estimator  for E(XX')    is   [H(X1) + H(X2) +  H(X3) + . . . +  H(Xn) ]/n  =  [ X1 X1'  +   X2 X2'  +   . . . +  Xn Xn' ]/n .  Finally,  we have 

(Unbiased estimator for  )    
=  unbiased estimator for  E(XX')  -  unbiased estimator for C

 



=  [ X1 X1'  +   X2 X2'  +   . . . +  Xn Xn' ]/n  -  S  .  

{This can be written other ways, but leaving it this way is better at this point, for explaining the problem and its solution.)

4.2. [12 pts.]   Using this result (or otherwise), find an unbiased estimator of µ'µ that is a function of all n observations.   Hint:   This is the trace of the parameter estimated in the preceding problem. 

SOLN:   Now the parameter "theta" is not a matrix but a scalar,  µ'µ  =  traceµµ') = trace).  

So,  unbiased estimator  for    =  trace(unbiased estimator for ).  

This is because  trace and E are both linear and can be interchanged. 

ALTERNATIVE  SOLN:   

The  parameter   µ'µ  is the sum of squares of the p  individual means.  Estimate each of these unbiasedly, and take the sum.  
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