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The lectures will be based on journal publications in the literature and on
my unpublished research.

• The statistical problem in nonparametrics.

• Introduction to Bayesian methods

• How to introduce a nonparametric prior, namely how to describe distri-
butions for the unknown distribution

• Ferguson’s definition of the Dirichlet prior, which is an example of such a
prior distribution

• Blackwell and MacQueen’s method to introduce a Dirichlet prior

• Properties of the Dirichlet prior and the calculation of the posterior dis-
tribution

• Using De Finetti’s theorem to obtain all possible nonparametric priors
through exchangeable sequences of random variables

• Other methods to obtain nonparametric priors based on an understanding
of the structure of a distribution or a probability measure

• Example of nonparametric priors which select absolutely continuous dis-
tributions

• The new construction of a Dirichlet prior due to Sethuraman and its ap-
plications

• Applications of Bayesian nonparametric methods to standard problems

• Applications of Bayesian nonparametric methods to nonstandard prob-
lems

• Computational methods on applications of Bayesian nonparametrics

• Application of Bayesian methods to systems subject to failure and repairs

• Application of Bayes methods to censored data

• Partition bases Bayesian priors and their applications

• Reading of current papers

Grades for this course will be based on classroom presetations of individually
assigned projects.
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and random distributions, Ann. Statist. 20: 1203–1221.

Sethuraman, J. (1994) A constructive definition of Dirichlet priors, Stat.
Sinica 4: 639–650.

Sethuraman, J. and Tiwari, R. C. (1982) Convergence of Dirichlet measures
and the interpretation of their parameter, Statistical Decision Theory
and Related Topics III 2 305–315.

Sethuraman, J. and Hollander, M. (2007) Nonparametric Bayes Estimation
in Repair Models, To appear: Jour. Statist. Planning & Inference.

Susarla, V. and Van Ryzin, J. (1976) Nonparametric Bayesian estimation of
survival curves from incomplete observations, J. Amer. Statist. Assoc.
71: 897–902.

Tierney, L. (1994) Markov chains for exploring posterior distributions, Ann.
Statist. 22: 1701–1762.

Yamato, H. (1975) A Bayesian estimation of a measure of the difference
between two continuous distributions, Rep. Fac. Sci. Kagoshima Uni-
versity 8: 29–38.

And many other papers.

3


